
Intercalibration of SUMER and CDS on SOHO. I.
SUMER detector A and CDS NIS
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Udo Schühle, William T. Thompson, Jörg Hollandt, and Martin C. E. Huber

The results of an intercalibration between the extreme ultraviolet spectrometers Coronal Diagnostic
Spectrometer ~CDS! and Solar Ultraviolet Measurements of Emitted Radiation ~SUMER! onboard the
Solar and Heliospheric Observatory ~SOHO! are presented. During the joint observing program Inter-
cal_01, CDS and SUMER were pointed at the same locations in quiet Sun areas and observed in the same
wavelength bands located around the spectral lines He I 584 Å, Mg X 609 Å, and Mg X 624 Å. The data
sets analyzed here consist of raster images recorded by the CDS normal-incidence spectrometer and
SUMER detector A and span the time from March 1996 to August 1996. Effects of the different spatial
and spectral resolutions of both instruments have been investigated and taken into account in the
analysis. We find that CDS measures generally a 30% higher intensity than SUMER in the He I 584-Å
line, while it measures 9% and 17% higher intensities in Mg X 609 Å and Mg X 624 Å, respectively. Both
instruments show very good temporal correlation and stability, indicating that solar variations dominate
over changes in instrumental sensitivity. Our analysis also provides in-flight estimates of the CDS
spatial point-spread functions. © 1999 Optical Society of America
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1. Introduction

The Solar and Heliospheric Observatory1 ~SOHO!
performs observations in the UV spectral domain
with 6 of its 12 instruments. Frequently, 5 of them
are used simultaneously to investigate common tar-
gets on the Sun. This implies the need, but also
offers the possibility, to intercompare in orbit the
radiometric calibration of these instruments. Such
comparisons, particularly an evaluation of any
change from the prelaunch laboratory calibration,
are important, because solar UV instruments de-
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ployed in space have shown a degradation of their
optics with time owing to a combination of contami-
nation and radiation effects.2–4 In fact in the past it
has not often been possible to separate temporal
changes in UV solar radiance from time-dependent
changes in instrument sensitivity. Therefore a sig-
nificant effort was made to avoid contamination dur-
ing fabrication, assembly, and testing of the SOHO
spacecraft and its instruments. Furthermore a
careful radiometric laboratory calibration was per-
formed, traceable to the primary synchrotron radia-
tion standard.5 Moreover the prelaunch calibration
was supplemented by flights of calibration-rocket in-
struments, and, to maintain a valid radiometric cal-
ibration in orbit, the sensitivity of the relevant
instruments was monitored regularly during the
mission. We report here on the operational and sci-
entific effort that was designed to assure the radio-
metric calibration of SOHO’s instruments, namely,
on multi-instrument, in-orbit calibration studies.

To validate the ground-based calibration and to
assess any in-orbit changes, special joint observ-
ing programs ~JOP’s! have been designed and run
egularly. The objective of the Intercal_01 JOP dis-
ussed in this paper is the radiometric cross-
alibration of the SOHO instruments Solar Ultraviolet
easurements of Emitted Radiation ~SUMER!, Coro-

al Diagnostics Spectrometer ~CDS!, Ultraviolet Coro-
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7035
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nagraph Spectrometer, and Extreme-ultraviolet
Imaging Telescope.

Besides pointing at the same location on the solar
disk, several further requirements have to be fulfilled
by the participating instruments during such an ob-
servation scheme: The coincident field of view must
be sufficiently large to ensure good coregistration, yet
must be small enough to be scanned relatively
quickly. Suitable scans have been designed for the
different raster schemes of the individual instru-
ments by rastering over an extended area. In such
rasters a spectrum is recorded at each spatial posi-
tion. The actual target areas on the Sun were quiet
regions, i.e., atmospheric regions marked by the ab-
sence of notable activity.

In this paper we present results of the interinstru-
ment calibration between SUMER detector A and the
long-wavelength band of the Normal-Incidence Spec-
trometer ~NIS! of the CDS. Following a description
of the individual data sets of each instrument and the
corresponding data reduction ~Section 2!, we point
out how the overlapping fields of view have been
recognized and registered ~Section 3! and present re-
sults of the comparison. Special emphasis is then
put on investigation of the different spectral and spa-
tial resolutions of the instruments ~Section 4!. Fi-
nally, the absolute radiances in the overlapping fields
of view are compared ~Section 5!, and we conclude
with a short summary of our findings ~Section 6!.

2. Data

A. Intercal_01 Joint Observing Program

For this first comparison between vacuum UV SOHO
instruments we restricted the data set to the SUMER
detector A and CDS NIS instruments. The preflight
calibration has been performed independently for
each instrument6,7 in several selected wavelengths by
comparison with a synchrotron light source ~BESSY
I, Berlin, Germany! by use of calibrated transfer
sources.5 The transfer sources were high-current
hollow-cathode lamps equipped with a normal and a
grazing-incidence collimator for, respectively,
SUMER and CDS.

The spectral calibrations of both instruments were
refined during the mission. For SUMER, observa-
tions of standard UV stars in the wavelength range
above 1200 Å and observations of solar emission lines
with known line ratios based on atomic physics were
used.8,9 For CDS an in-flight cross-calibration with
a NASAyNaval Research Laboratories sounding
ocket underflight was performed.10 It turned out
hat alignment problems during the CDS preflight
alibration limited the number of wavelengths at
hich the calibration could be unambiguously deter-
ined. Since the preflight and inflight data agreed

t 584 Å, where the preflight data were known to be
n good alignment, and since the in-flight measure-

ents gave a wavelength-dependence curve whose
hape agreed well with expectations, it was decided
o base the CDSyNIS calibration on the in-flight mea-

surements.
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The overlap of the wavelength bands of SUMER
and the CDS ranged from 513 to 633 Å. For the
Intercal_01 JOP both instruments were pointed si-
multaneously at the same area at the solar disk cen-
ter, which was chosen to be devoid of active or bright
areas. Three emission lines in the common wave-
length range, namely, He I at 584 Å and the two Mg
X lines at 609 and 624 Å, were recorded. The data
used for this investigation were taken during the
period from March 1996 to August 1996. In the fol-
lowing we use notation 0325 as an abbreviation for 25
March 1996 etc. Although SUMER and CDS were
pointing at the same region and scanned a similar
area, the data sets obtained cannot be compared di-
rectly for the following reasons: There is uncer-
tainty in the pointing of both instruments, the slit
and pixel sizes ~spectrally and spatially! of the two
nstruments are different, and possible step sizes for
astering are different as well. In addition, the two
nstruments do not have the same sensitivity; conse-
uently the integration times had to be chosen ac-
ordingly for sufficiently large signal-to-noise ~SyN!
atios to be achieved. This produces a different spa-
ial sampling of the region, and the observing times of
particular point in the raster are generally not ex-

ctly simultaneous in the SUMER and CDS observa-
ions. Therefore a reliable comparison can be done
nly if the data of both instruments are resampled on
common spatial grid and spectrally integrated.

B. SUMER Data

SUMER is a stigmatic normal-incidence telescopey
spectrograph operating in the range from approxi-
mately 500 to 1610 Å. Two orders of diffraction are
observed in superposition, and the lines selected for
this intercalibration with CDS are all observed in
second order. The dispersion of the spectrometer
varies slightly with wavelength and is around 44
mÅypixel in the first order and around 22 mÅypixel
n the second order. The instrument is equipped
ith two detectors ~A and B!, each consisting of
024 3 360 pixels. The data used for this study
ere obtained by detector A with a slit of angular
imensions of 1 3 300 arc sec2. The instrument, its

data acquisition, and its detector characteristics are
described in Ref. 11. The SUMER rasters consisted
of 80 steps with a step size of 0.76 arc sec and an
exposure time texp of 16 s at each location. Combin-
ing all 80 single-slit images of one scan yields raster
images of 60 3 300 arc sec2 and a total accumulation
time of 21.3 min. In the spectral dimension the
available windows have 50 pixels for each line profile.
Note that the two Mg X lines were recorded simulta-
neously by SUMER during this part of Intercal_01,
whereas the He I line was observed in separate ras-
ters.

Several detector-specific image correction routines
have been applied ~see, e.g., Ref. 8!, such as a flat-field
correction, a correction for the geometric image dis-
tortion, and a correction for the electronic dead time
of the detector. Finally, the radiometric calibration
was applied, converting the count rate per sampling
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interval to radiance units ~W m sr !. Specifi-
ally, for the three lines of this intercalibration we
sed radiometric calibration factors 0.041736ytexp

W m22 sr21 per count for the He I line and 0.028433y
exp W m22 sr21 and 0.024126ytexp W m22 sr21

per count for the Mg X 609-Å and the Mg X 624-Å
lines, respectively. Details about the SUMER radi-
ometry can be found in Refs. 6, 9, and 12 and on the
web pages http:yywww.linmpi.mpg.deyenglishypro-
ekteysumery. The uncertainty of the calibrated im-
ges is 20%,8,12 resulting mainly from uncertainties

of the calibration source ~7%!, inhomogeneity of the
optical system ~8%!, uncertainty of the ratio of the
detector signal of the nominal slit and the calibration
slit ~5%!, and finally uncertainty due to gain loss
between voltage adjustments ~10%!.

Line fitting: The SUMER slit-image data from a
given position in the spatial scans are in fact two-
dimensional arrays, the first dimension being the
wavelength, the second the spatial direction along
the slit. The intensity distribution along the wave-
length dispersion direction is in general best modeled
by a Gaussian or a sum of Gaussian profiles in com-
bination with an approximation of the background
radiation. ~The SUMER background is entirely con-
tinuum radiation measured in first order whereas the
detector background is negligible. Note that this
continuum is not present in the CDS measurements
where the background stems from the detector.!
Therefore Gaussian or multi-Gaussian profiles were
fit to the spectra at each individual spatial location of
the raster scans. The line-fitting algorithm is based
on a least-squares method and was chosen to ensure
consistency with CDS data preparation. Where pos-
sible, the results were compared with results pro-
duced by routines used for fitting the CDS data and
showed very good agreement.

The He I 584-Å line could easily be fit by a single
aussian with a constant background. In Fig. 1~a!

s an example of such a fit for an arbitrary profile of
he He I 584-Å line at a relatively bright point of the

area.
The Mg X 609-Å line is situated on the wing of the

H I Lyman-a 1215.7-Å line ~La!, and therefore a lin-
ar fit is necessary for background subtraction. In
ddition, several smaller maxima due to the presence
f other spectral lines appear within the windows of
oth Mg X lines. Their elimination required fits with

five Gaussian profiles. However, the SyN ratio at a
single spatial position is not large enough to allow a
reliable fit of this kind. Therefore we proceeded as
follows. Every SUMER slit image was averaged
over the 300 pixels along the slit. A multi-Gaussian
fit to this average line profile was carried out. An
example of a Mg X 624-Å line profile averaged along
he slit and its fit is shown in Fig. 2. The parameters
f the fit to the averaged profile were used as a first
uess for the individual spectral fit of each spatial
osition along the slit; the background slope was kept
xed for all spatial points. Since the side peaks ap-
earing in the averaged spectra are fairly well sepa-
ated from the central spectral line of interest, only
Fig. 1. Sample line profiles measured with SUMER ~dash–dot
lines! and the corresponding fit of a Gaussian plus a constant
background ~solid lines!: ~a! He I 584-Å line profile, ~b! Mg X

609-Å line profile. The Mg X 609-Å line lies on the wing of H I La.
~c! Mg X 624-Å line profile. In these examples the fit has been

ade between the pixels indicated by the asterisks. Lines lying
earby could be separated by the fit.
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7037
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the central portion of the spectral window was used
for the fit to the nonaveraged profiles and was fit with
a single Gaussian plus linear background. Blends
from the first order ~not present in the CDS measure-
ments! can generally not be excluded in the SUMER
lines in second order. Nevertheless they can be sep-
arated by observations with the two photocathodes of
the SUMER detector, KBr and the bare microchannel
plate, and have been determined to be less than 1%
for the He I and Mg X lines.

Figures 1~b! and 1~c! show fits to the Mg X 609-Å
line and the Mg X 624-Å line at a single spatial posi-
tion, respectively.

The intensity images are then substituted by the
radiances integrated over the spectral line profiles,
given as the integral of the fit Gaussian curves, with
the background subtracted. Let Im be the value of
the maximum of the Gaussian and dw its Doppler
width ~corresponding to =2s of the Gaussian!. The
adiances F are then calculated from the maximum
nd the width of the Gaussian as F 5 Im=pdw.

C. CDS Data

The CDS instrument consists of a grazing-incidence
telescope ~Wolter-Schwarzschild Type II! that feeds
two spectrometers, a normal-incidence stigmatic
spectrometer ~NIS! and a grazing-incidence spec-
rometer. The NIS has two toroidal concave grat-
ngs with different ruling densities mounted side by
ide and slightly tilted. They disperse two different
avelength bands one above the other onto the same
etector.
The first wavelength band ~NIS-1! ranges from 310

to 380 Å and the second band ~NIS-2! from 517 to 633
Å. The data of JOP Intercal_01 reported here have
been measured on NIS-2. The spectral pixel size of
the CDS NIS ranges from 0.070 Å at 310 Å to 0.118 Å
at 630 Å. Detailed descriptions of the instrument

Fig. 2. Sample SUMER measurement of Mg X 624-Å line profile
veraged along the slit ~dash–dot line! and corresponding fit of five

Gaussians plus a constant continuum background ~solid line!.
The background is given by the dashed line.
038 APPLIED OPTICS y Vol. 38, No. 34 y 1 December 1999
and its data acquisition and handling systems can be
taken from Refs. 13–15.

The data for the Intercal_01 JOP have been re-
corded by using the slit of angular dimensions 4 3
240 arc sec2. Images are made by spatial rastering,

Fig. 3. Sample line profiles measured with CDS ~dash–dot! and
the corresponding fit of a Gaussian plus a constant background
with ADAS ~solid lines!: ~a! He I 584 Å, ~b! Mg X 609 Å, ~c! Mg X

624 Å.
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i.e., by moving the slit perpendicular to its long axis
in steps of 4 arc sec, thus producing 60 3 240-arc sec2

raster scan images consisting of arrays of 15 ~hori-
ontal! by 143 ~vertical! spatial pixels. The spatial
ixel size along the slit corresponds to 1.68 arc sec.
n the spectral dimension the available windows have
nly 15 or 21 points. The exposure time at each
ocation was 80 s, resulting in a total accumulation
ime of 20 min for one raster. The main steps of the
DS data reduction consisted of correcting for
urn-in and flatfielding. Details of the data reduc-
ion can be found in the CDS software notes available
n the web pages on http:yyorpheus.nascom.nasa.
ovycdsy. After applying CDS image-reduction rou-

Fig. 4. Cross-correlation function of the SUMER and the CDS
correlation surface, ~b! its profile through the maximum along the

Table 1. Results of the Cross Correlation between CDS and
SUMER Images

Date
Cross

Correlation
x Width, y Width

~arc sec!
x Shift, y Shift

~arc sec!
Dt

~min!

He I ~584 Å!
0325 0.79 7.0, 7.5 ~29.12, 225! 1
0410 0.88 14.6, 13.6 ~21.52, 4! 4
0514 0.74 7.9, 15.9 ~26.84, 215! 10
0528 0.60 10.2, 8.5 ~26.08, 2141! 10
0618 0.79 5.5, 8.7 ~ 46.36, 27! 42
0816 0.75 9.9, 8.2 ~20.76, 221! 1
0826 0.83 9.8, 16.9 ~ 0.76, 26! 4

Mg X ~609 Å!
0325 0.65 8.0, 11.0 ~219.76, 226! 4
0410 0.90 15.0, 30.0 ~212.92, 4! 2
0514 — — — —
0528 0.77 7.9, 8.9 ~213.68, 2142! 4
0618 0.77 8.1, 13.0 ~ 41.80, 29! 112
0816 0.68 14.6, 18.7 ~216.72, 219! 23
0826 0.83 9.5, 13.8 ~25.32, 24! 3

Mg X ~624 Å!
0325 0.60 11.2, 19.3 ~219.76, 226! 4
0410 0.96 13.1, 30.0 ~212.92, 4! 2
0514 — — — —
0528 0.75 8.2, 11.1 ~213.68, 2142! 4
0618 0.76 10.6, 12.1 ~ 41.80, 29! 112
0816 0.69 16.7, 30.0 ~216.72, 219! 23
0826 0.81 10.5, 13.1 ~25.32, 24! 3
ines the CDS intensities are obtained in units of
ounts per pixel per second, which are then converted
o spectral radiance units. For the three lines of this
ntercalibration we used the radiometric calibration
actors 0.016195776ytexp W m22 sr21 per count for

the He I line and 0.017404872ytexp W m22 sr21 and
0.016980276ytexp W m22 sr21 per count for the Mg X

609-Å and the Mg X 624-Å lines, respectively. We
applied the most recent radiometric calibration of the
CDS NIS instrument, which is based on a comparison
with sounding rocket data.10 The main sources of
uncertainty in the cross-calibration with the sound-
ing rocket underflight are the absolute uncertainty in
the sounding rocket measurements ~12%! and the
difficulty in isolating the line emission as seen by
CDS with the lower spectral resolution sounding
rocket data. Folding these effects together gives an
uncertainty in the absolute calibration of 15% at 584
Å and 25% at 609 and 625 Å.

Line fitting: Gaussian line profiles have been fit
by using the atomic data and analysis structure
@~ADAS! originally developed by a JET joint under-
taking#.16 The routine fits a Gaussian combined
with a linear function for the background using a
least-squares method.17 Figure 3 shows examples of
CDS spectra and their ADAS fit line profiles.

Finally, images corresponding to the total line ra-
diation were obtained by integrating the Gaussian fit
in exactly the same way as with the SUMER data.

3. Coregistration of SUMER and CDS Measurements

Seven data sets of quasi-simultaneous SUMER and
CDS measurements were available for He I, and six
were available for the Mg X lines.

Two-dimensional cross-correlation has been used
to coregister the overlapping parts of the measured
areas of the two instruments. For this purpose the
CDS images ~image size of 15 3 143 spatial points
overing an area of 60 3 240 arc sec2! have been

resampled to match the spatial sampling of the
SUMER images ~image size of 80 3 360 spatial points
covering an area of 60 3 360 arc sec2!, the new CDS

images recorded on 25 March 1996: ~a! two-dimensional cross-
rection.
He I

y di
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7039
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images then consisted of 80 3 240 points. Subse-
quently the shifts of the CDS images relative to the
SUMER images were calculated in the same spatial
sampling units. The results are found in Table 1.
In the first column are the dates of the observations
~month and day in 1996!, in the second column is the
maximum cross-correlation of the patterns, in the
third column are the ~1s-! widths of the cross-
correlation function, in the fourth column are the
corresponding shifts of the CDS image centers rela-
tive to the SUMER image centers, and in the last
column are the temporal offsets of the start of the two
measurements. The direction parallel to the slit is
denoted the y direction, and its orthogonal is denoted
the x direction.

Figure 4 depicts an example of such a two-
dimensional cross-correlation function of a SUMER
and CDS image. Figure 4~a! shows the cross-
correlation surface of the He I images of 25 March 1996
040 APPLIED OPTICS y Vol. 38, No. 34 y 1 December 1999
~date 0325!, and Fig. 4~b! shows the profile in the y
direction through the maximum correlation value.

To cross-check the pointing of the two instruments,
the center coordinates of the SUMER image ~from the
image header data! and the relative shifts of the im-
ages have been used to calculate the expected center
coordinates of the CDS images ~by using the results of
the cross-correlation!. These were then compared
with the nominal ones. In most cases the pointings
agreed within the instrumental uncertainties of 610
arc sec for each instrument.

4. Spatial Resolution

The spatial resolutions of CDS and SUMER have
been compared by using the He I data only, since they
have the best SyN. For this purpose we degraded
the resolution of every SUMER He I image, convolv-
ing it with a point-spread function ~PSF! of increasing
width. At each step we computed the cross-
Fig. 5. Ellipsoidal Airy-like PSF used for convolution with the SUMER images: ~a! surface plot on the SUMER grid; ~b!, ~c! its profiles
in the x and the y directions. This specific function corresponds to parameter b 5 0.31.
Fig. 6. Same as Fig. 5 but for the PSF similar to that plotted in Fig. 2 of Ref. 14.
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correlation with the CDS to determine the maximum
of the cross-correlation coefficient. Two PSF’s were
used for this analysis. First, we started with a sim-
ple model of a rotationally symmetric PSF of a point
source ~see, e.g., Ref. 18, Chap. 3!, defined by means
f an Airy function:

PSF~r! 5
1
p FJ1~br!

r G2

,

here J1 is a Bessel function of the first order. It
was then modified to a slightly elliptical cross section

Fig. 7. Variation of the cross-correlation between the SUMER
and the CDS image with the width of the Airylike PSF ~width
increasing toward lower b values!. The horizontal lines designate
he corresponding cross-correlation value calculated from convolu-
ion with the PSF shown in Fig. 6.

Fig. 8. Coaligned He I 584-Å images recorded by SUMER and CD
to the CDS pixel size, ~c! SUMER image additionally convolved w
~which was ;20% wider in the direction parallel to
the slit than perpendicular to the slit! to take account
of scattered light along the slit ~see Fig. 5!. Various

idths of the PSF were tried by varying parameter b.
A good correlation was also achieved by convolu-

ion with a function similar in shape to the PSF given
n Fig. 2 of Ref. 14. We used a symmetric function,
s shown in Fig. 6, with a FWHM in the x and the y
irections of 3.4 and 4 arc sec, respectively.
Figure 7 shows the variation of the cross-

orrelation coefficient between the SUMER and the
DS images with the width and the type of the PSF

or all the available He I images. The horizontal
lines depict the cross-correlation coefficients obtained
by using the PSF similar to that of Ref. 14. The
other curves show the cross-correlation coefficients
obtained by using the Airy PSF and their variation as
a function of parameter b. Both PSF models reach
approximately a common maximum value. In the
case of the Airy PSF, the optimum correlation is on
average obtained for b 5 0.31 ~which corresponds to
FWHMx 5 6 arc sec, FWHMy 5 8 arc sec!. The

uch larger width ~smaller b! suggested by the data
set of 18 June ~0618! may be explained by the rather
large time lag of 42 min between the SUMER and the
CDS measurements. Although the PSF derived
from that of Ref. 14 has smaller FWHM values than
the optimum Airy PSF, its wings extend rather far
out and reach at least as far as the wings of the Airy
PSF.

Figure 8 shows an example of the successive mod-
ifications of a SUMER image when it is transformed

25 March 1996: ~a! SUMER image, ~b! SUMER image resampled
e PSF, ~d! CDS image.
S on
ith th
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7041
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Table 2. Regression Coefficients between SUMER and CDS from Sca

Table 3. Regression Coefficients for Mg X 609

Table 4. Regression Coefficients for Mg X 624

7042 APPLIED OPTICS y Vol. 38, No. 34 y 1 December 1999
so as to match the resolution of the corresponding
CDS image. The leftmost image displays the origi-
nal SUMER image. The next image exhibits the
same image after it has been resampled at the CDS
pixel size. The following image shows the SUMER
image after resampling and convolution with the PSF
from Fig. 6. The rightmost image shows the corre-
sponding CDS image.

Figure 9 summarizes the cross-correlation coeffi-
cients obtained for all the He I data sets and for the
following cases: ~1! SUMER in the original reso-
ution, ~2! SUMER resampled to the CDS pixel size
improving correlation by 3–4%!, and ~3! SUMER
esampled to the CDS pixel size and additionally
onvolved with the PSF of Fig. 6 ~yielding a further
ncrease in correlation by 3–4%!.
Fig. 9. Dependence of the cross-correlation coefficient of the
SUMER and the CDS images on the resolution of the SUMER
image.
tter Plots for He I 584 Å ~without PSF and with PSF Smoothing!
Date

Slope Constant One-Parameter Fit

No PSF With PSF No PSF With PSF No PSF With PSF

0325 0.899 0.676 20.105 0.006 0.654 0.696
0410 0.850 0.697 20.108 0.006 0.666 0.714
0514 0.915 0.682 20.142 20.001 0.653 0.682
0528 0.782 0.590 20.077 0.024 0.610 0.637
0618 0.908 0.586 20.133 0.059 0.670 0.693
0816 0.837 0.593 20.065 0.069 0.697 0.739
0826 0.889 0.682 20.086 0.036 0.705 0.760

Average 0.869 6 0.048 0.644 6 0.051 20.100 6 0.031 0.028 6 0.027 0.665 6 0.031 0.703 6 0.040

From Figs. 10y11 0.858 0.677 20.094 0.014 0.668 0.646
Å ~without PSF and with PSF Smoothing!
Date

Slope Constant One-Parameter Fit

No PSF With PSF No PSF With PSF No PSF With PSF

0325 0.999 0.732 20.004 0.016 0.962 0.977
0410 0.823 0.764 0.004 0.014 0.878 0.909
0528 0.788 0.575 0.009 0.025 0.944 0.942
0618 0.733 0.552 0.018 0.033 0.962 0.974
0816 0.854 0.686 0.004 0.016 0.928 0.941
0826 0.856 0.661 0.004 0.021 0.927 0.949
Average 0.842 6 0.008 0.659 6 0.080 0.006 6 0.007 0.020 6 0.007 0.934 6 0.031 0.949 6 0.025
From Figs. 10y11 0.819 0.722 0.007 0.016 0.927 0.945
Å ~without PSF and with PSF Smoothing!
Slope Constant One-Parameter Fit

No PSF With PSF No PSF With PSF No PSF With PSF

0325 0.871 0.732 20.001 0.003 0.824 0.840
0410 1.067 0.984 20.007 20.003 0.837 0.870
0528 1.040 0.720 20.005 0.003 0.825 0.823
0618 0.804 0.673 20.001 0.003 0.769 0.774
0816 0.967 0.835 20.003 0.001 0.854 0.867
0826 0.859 0.678 20.003 0.003 0.759 0.774
Average 0.935 6 0.106 0.770 6 0.120 20.003 6 0.002 0.002 6 0.002 0.811 6 0.038 0.826 6 0.045
From Figs. 10y11 1.019 0.932 20.006 20.003 0.813 0.829
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Fig. 10. Left: Histograms of the radiances of the overlapping fields of view for all data in He I 584 Å ~upper plot!, Mg X 609 Å ~middle
plot!, and Mg X 624 Å ~lower plot!. The bin size was chosen to be 0.05 W m22 sr21 for He I 584 Å, 0.01 W m22 sr21 for Mg X 609 Å, and
0.005 W m22 sr21 for Mg X 624 Å. The histogram of the SUMER data is represented by the solid line, the histogram of the CDS data by
he dashed line. Right: Scatter plots and linear regressions for the same data sets. The dashed lines represent the fitted curves for both
egressions ~SUMER versus CDS, CDS versus SUMER!, and the solid line between represents their average. The dash–dotted lines
epresent the result from the one-parameter fit through the origin.
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7043
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5. Radiometric Intercalibration

To compare the absolute radiances in the overlapping
areas, we used the SUMER images resampled to the
CDS spatial sampling grid as well as the SUMER
images resampled and convolved with the PSF from
Fig. 6.

The intensity distributions from both instru-
ments for all overlapping fields of view were plotted
in histograms. Furthermore the intensities of the
corresponding pixels were compared in scatter
plots. Linear regression has been used to calculate
the relationship between the SUMER and the CDS
intensities. The fact that both variables are mea-
surements, and consequently both have statistical
uncertainties, was taken into consideration by car-
rying out two regressions between which dependent
and independent variables were exchanged and
computing the average of the fit parameters of both
fits. All the fits were also repeated with the offset
restricted to zero. Again both slopes ~SUMER ver-
sus CDS and vice versa! were calculated, and the
average of the slopes was computed. The results of
all the linear fits characterizing the relation be-
tween the SUMER and the CDS measurements are
given in Tables 2–4. We also combined all the
images of one wavelength band to one large data set
and computed the three histograms and scatter
plots for these data. The results are shown in Fig.
10 for the SUMER images convolved with the PSF
from Fig. 6, and the parameters of the fits are given
in the last rows of Tables 2–4. As a comparison
Fig. 11 depicts the histogram and the scatter plot
for the He I 584-Å data but without convolution with
a PSF. The dashed lines represent the fit curves
for both regressions ~SUMER versus CDS, CDS ver-
us SUMER!, and the solid line in between repre-
ents their average. The dash–dotted lines
epresent results from the one-parameter fit
hrough the origin. The histograms show that the

Fig. 11. Same as in Fig. 10 for He I 584 Å. Here the SUMER da
with a PSF.
044 APPLIED OPTICS y Vol. 38, No. 34 y 1 December 1999
ntensity distributions are shifted toward smaller
alues for the SUMER measurements. This is also
ndicated by the regression. The x2 errors of the

fits range from the order of 1022 for He I 584 Å to
1024 and 1025 for Mg X 609 Å and Mg X 624 Å,
respectively, for both kinds of fit.

Figure 12 shows for each date the average radi-
ance in the overlapping field of view for He I 584 Å,
Mg X 609 Å, and Mg X 624 Å. For He I 584 Å the
SUMER measurements are systematically lower
than the CDS measurements by ;30%. In Mg X

609 Å and Mg X 624 Å a systematic offset of approx-
imately 9% and 17% is observed, respectively.
Also, the line ratios He IyMg X are lower for SUMER
than for CDS, which is not the case for the line
ratios Mg X 609 ÅyMg X 624 Å. This could be in-
duced by the different radiometric calibrations.
The uncertainties shown in Fig. 12 represent the
possible uncertainties due to the radiometric cali-
bration of the two instruments only. The uncer-
tainty resulting from the fitting and the background
subtraction is negligible. It amounts to 8% for
each single profile for the He I 584-Å line and to
10–15% for the Mg X 609-Å line and 20% for the Mg
X 624-Å line, and the averages are formed from very
large sample sizes. Nevertheless the fitting proce-
dures may lead to systematic errors. This has
been tested by fitting Gaussian or multi-Gaussian
profiles to the averages of all CDS and SUMER
spectra, respectively, in the overlapping areas.
For all the CDS data and for the SUMER He I 584-Å
and Mg X 609-Å data no significant differences were
obtained, whereas for the Mg X 624-Å data the
SUMER average radiances of the overlapping areas
calculated in this manner were slightly higher, in-
dicating a smaller background. These values for
the SUMER data are indicated by dotted lines in
Fig. 12.

Note that the temporal variations observed in

ve been resampled only to match the CDS grid but not convolved
ta ha
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SUMER and CDS are very similar for all three
spectral lines. This strongly suggests that these
variations are inherent solar variations and not due
to instability in either instrument. Combining the
temporal information obtained above with the fits
to the scatter plots ~Fig. 10! suggests that the linear
egressions forced to pass through the origin are the
ost reliable for the He I data. They suggest a

slope of 0.65–0.68 for the regression line. For the
Mg X 609-Å data the fit when the smoothed SUMER
data are used suggests a slope of approximately
0.66–0.72 and an offset of approximately 0.016–
0.020, and for the Mg X 624-Å data a slope of around
0.77–0.93 and an offset of 0.002 are suggested.
Nevertheless, taking into account that the data set
of 10 April 1996 covers part of a coronal hole and its
very bright boundary ~it is this data set that ex-
tends the distributions in the Mg X lines toward
unusual large values for quiet Sun conditions!, and
therefore neglecting its data, the suggested slope
and offset are slightly different, namely, 0.70 and
0.003 for Mg X 624 Å, the fit of this smaller data set
through the origin shows a slope of 0.82.

6. Results and Conclusions

For each of the three wavelength bands, He I 584 Å,
Mg X 609 Å, and Mg X 624 Å, at least six data sets of
simultaneous measurements of SUMER and CDS
with overlapping fields of view were recorded be-
tween March 1996 and August 1996. Throughout
this period the instrumental pointing was stable
~within an uncertainty of 610 arc sec given by each
instrument!, and both instruments showed reason-
ably good agreement in all three wavelength bands.
A correlation analysis revealed that a large part of
the differences in the pattern structure of the over-
lapping images can be ascribed to the different in-
strumental resolutions and raster designs. No
significant variation of the correlation with time
could be detected. A comparison of the absolute ra-
diometric radiances yielded an offset of ;30%, with
the SUMER instrument systematically measuring
lower radiances than the CDS instrument in the He
I line. In the Mg X 609-Å and 624-Å lines the
SUMER measured 9% and 17%, respectively, lower
radiances than CDS. Given the individual error es-
timates and uncertainties of both instruments of
615–25% each, the agreement is good. At the
present stage it is not possible to decide which instru-
ment gives more accurate values since both their cal-
ibrations are equally reliable. For that purpose,
data from other instruments would be required.
Various such studies are either under way, such as
comparisons between CDS and the Solar
Extreme-UV Monitor ~SEM! and between CDS and
he Extreme-UV Imaging telescope ~EIT!, or planned,
uch as comparisons between SUMER and the UV
oronagraph Spectrometer ~UVCS! and between
UMER and CDSyGrazing-Incidence Spectrometer

GIS!. A comparison of a large portion of SUMER’s
pectrum with the solar spectrum obtained by the
OLSTICE experiment on the Upper Atmospheric
Fig. 12. Average radiances in the overlapping fields of view at all
three wavelengths. The solid lines show the CDS measurements,
and the dashed lines show the SUMER measurements. The error
bars give the uncertainty from the radiometric calibration of the
two instruments: ~a! He I 584 Å, ~b! Mg X 609 Å, ~c! Mg X 624 Å.

he dotted lines show the results for the SUMER radiance ob-
ained from fitting a multi-Gaussian profile obtained by averaging
ll individual spectra in contrast to fitting the spectra at single
ositions and averaging afterward. The corresponding curves for
he CDS data are not given here because they show very little
ifference from the solid ones.
1 December 1999 y Vol. 38, No. 34 y APPLIED OPTICS 7045
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7

Research Satellite also suggests a small discrepancy
toward lower intensities of the SUMER spectrum.9
Both CDS and SUMER turned out to have very good
radiometric stability since temporal changes occur
simultaneously for both instruments.
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bach, H. Bräuninger, M. Kühne, J. Hollandt, O. H. W. Sieg-
mund, M. C. E. Huber, A. H. Gabriel, H. E. Mason, and B. J. I.
Bromage, “The Coronal Diagnostic Spectrometer for the Solar
and Heliospheric Observatory,” Sol. Phys. 162, 233–290
~1995!.

15. R. A. Harrison, A. Fludra, C. D. Pike, J. Payne, W. T. Thomp-
son, A. Poland, E. R. Breeveld, A. A. Breeveld, J. L. Culhane,
O. Kjeldseth-Moe, M. C. E. Huber, and B. Aschenbach, “High
resolution observations of the extreme ultraviolet Sun,” Sol.
Phys. 170, 123–141 ~1997!.

16. H. P. Summers, “Atomic data and analysis structure,” JET
Joint Undertaking Rep. JET_IR~94!06 ~Culham, UK, 1994!;
see also http:yypatiala.phys.strath.ac.ukyadas.

17. J. Lang, H. E. Mason, and R. W. P. McWhirter, “The interpre-
tation of the spectral line intensities from the CHASE spec-
trometer on spacelab 2,” Sol. Phys. 129, 31–81 ~1990!.

18. M. Stix, The Sun ~Springer-Verlag, Berlin, 1994!, Chap. 3.


