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ABSTRACT

Context. Some models for the topology of the magnetic field in sunspot penumbrae predict regions free of magnetic fields or with
only dynamically weak fields in the deep photosphere.
Aims. We aim to confirm or refute the existence of weak-field regions in the deepest photospheric layers of the penumbra.
Methods. We investigated the magnetic field at log τ5 = 0 is by inverting spectropolarimetric data of two different sunspots located
very close to disk center with a spatial resolution of approximately 0.4−0.45′′. The data have been recorded using the GRIS instrument
attached to the 1.5-m solar telescope GREGOR at the El Teide observatory. The data include three Fe i lines around 1565 nm, whose
sensitivity to the magnetic field peaks half a pressure scale height deeper than the sensitivity of the widely used Fe i spectral line pair
at 630 nm. Before the inversion, the data were corrected for the effects of scattered light using a deconvolution method with several
point spread functions.
Results. At log τ5 = 0 we find no evidence of regions with dynamically weak (B < 500 Gauss) magnetic fields in sunspot penumbrae.
This result is much more reliable than previous investigations made on Fe i lines at 630 nm. Moreover, the result is independent of
the number of nodes employed in the inversion, is independent of the point spread function used to deconvolve the data, and does not
depend on the amount of stray light (i.e., wide-angle scattered light) considered.
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1. Introduction

The past decade has been witness to an unprecedented advance
in our knowledge of sunspot penumbrae. Owing to the improve-
ment in instrumentation, data analysis methods, and realism
of numerical simulations, a unified picture of the topology of
penumbral magnetic and velocity fields has begun to emerge.
The foundations of this picture rest on the so-called spine and
intraspine structure of the sunspot penumbra, first mentioned by
Lites et al. (1993), which means that regions of strong and some-
what vertical magnetic fields (the spines) alternate horizontally
with regions of weaker and more inclined field lines that har-
bor the Evershed flow (the intraspines). At low spatial resolution
(≈1′′) the intraspines are identified with penumbral filaments. At
the same time, Solanki & Montavon (1993) established that these
two distinct components also interlace vertically, which explains
the asymmetries in the observed circular polarization profiles
(Stokes V). It was later found that the vertical and horizontal in-
terlacing of these two components implies that the magnetic field
in the spines wraps around the intraspines (Borrero et al. 2008),

with the latter remaining unchanged at all radial distances from
the sunspot center (Borrero et al. 2005, 2006; Tiwari et al. 2013),
and the former being the extension of the umbral field into the
penumbra (Tiwari et al. 2015). It has also been confirmed that
the Evershed flow can reach supersonic and super-Alvénic val-
ues, not only on the outer penumbra (Borrero et al. 2005; van
Noort et al. 2013), but also close to the umbra (del Toro Iniesta
et al. 2001; Bellot Rubio et al. 2004), and has a strong upflowing
component at the inner penumbra that becomes a downflowing
component at larger radial distances (Franz & Schlichenmaier
2009, 2013; Tiwari et al. 2013). Finally, there is strong evidence
of an additional velocity field component in intraspines that ap-
pears as convective upflows along the center of the intraspines
and changes into downflows at the filament edges (Zakharov
et al. 2008; Joshi et al. 2011; Scharmer et al. 2011; Tiwari et al.
2013). These downflows seem capable of dragging the magnetic
field lines and turning them back into the solar surface (Ruiz
Cobo & Asensio Ramos 2013; Scharmer et al. 2013).

In spite of this emerging unified picture, several contro-
versies persist. One of them pertains to the strength of the
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convective upflows and downflows at the intraspine centers and
edges, respectively. Tiwari et al. (2013), Esteban Pozuelo et al.
(2015) found an average speed for this convective velocity pat-
tern of about 200 m s−1. Although they are ubiquitous, their
strength does not seem capable of sustaining the radiative cool-
ing of the penumbra, which amounts to about 70% of the quiet-
Sun brightness. However, Scharmer et al. (2013) found an rms
convective velocity of 1.2 km s−1 at the intraspine centers or
edges, which is strong enough to explain the penumbral bright-
ness. The latter result agrees well with numerical simulations
of sunspot penumbrae (Rempel 2012). On the other hand, the
pattern of upflows and downflows at the heads and tails, respec-
tively, of the penumbral intraspines is easily discernible (Franz &
Schlichenmaier 2009, 2013; Ichimoto 2010) and harbors plasma
flows of several km s−1, but they occupy only a small fraction of
the penumbral area. Which of these two convective modes ac-
counts for the energy transfer in the penumbra is unclear from
an observational point of view, although the scale is starting to
tip in favor of the first.

Another remaining controversy concerns the strength of the
magnetic field inside intraspines, where convection takes place.
Scharmer & Spruit (2006) and Spruit & Scharmer (2006) orig-
inally proposed that intraspines were field-free, thereby coin-
ing the term field-free gap. However, most observational evi-
dence points toward a magnetic field strength of at least 1 kG
(Borrero et al. 2008; Borrero & Solanki 2010; Puschmann et al.
2010; Tiwari et al. 2013, 2015). Three-dimensional magnetohy-
drodynamic simulations of penumbral fine structure also yield
magnetic field values of about 1−1.5 kG inside penumbral in-
traspines (Rempel 2012) regardless of the boundary conditions
and grid resolution. Spruit et al. (2010) interpreted the striations
seen perpendicular to the penumbral filaments in high-resolution
continuum images as a consequence of fluting instability, and es-
tablished an upper limit of B ≤ 300 Gauss for the magnetic field
inside intraspines. This redefines field-free to mean instead dy-
namically weak magnetic fields, where the magnetic pressure is
lower than the kinematic pressure. We note, however, that this
interpretation has been challenged by Bharti et al. (2012), who
argued that the same striations can be produced by the sideways
swaying motions of the intraspines even if these harbor strong
magnetic fields (B ≥ 1000 Gauss).

The limited observational evidence in favor of strong con-
vective motions perpendicular to the penumbral filaments and
the almost complete lack of evidence for weak magnetic fields in
penumbral intraspines has been traditionally ascribed to (a) the
insufficient spatial resolution of the spectropolarimetric obser-
vations (see Sect. 3.2 Scharmer & Henriques 2012); (b) the
smearing effects of stray light that are incorrectly dealt with
by two-component inversions employing variable filling factors
(see Sect. 2.2 in Scharmer et al. 2013); and (c) the impossibil-
ity of probing layers located deep enough to detect them (see
Sect. 5.4 in Spruit et al. 2010). In this work we address these
questions by employing spectropolarimetric observations of the
Fe i spectral lines at 1565 nm recorded with the GRIS instru-
ment at the GREGOR telescope. The spatial resolution is com-
parable to that of the Hinode/SP instrument and 2.5 times bet-
ter than the resolution obtained by previous investigations that
were carried out on these spectral lines. In addition, the lines
observed by GRIS are much more sensitive to magnetic fields at
the continuum-forming layer (i.e., log τ5 = 0) than their counter-
parts at 630 nm. Finally, we account for the stray light within the
instrument by deconvolving the observations, for which we em-
ploy a principal component analysis (PCA) and different point
spread functions (PSFs). We expect that with these new data and

analysis techniques we are able to settle, in either direction, the
dispute about the strength of the magnetic field in penumbral
intraspines (e.g., filaments). A study of the convective velocity
field will be presented elsewhere.

2. Observations

The observations employed in this work were taken with the
1.5-m GREGOR telescope (Schmidt et al. 2012) located at the
Spanish observatory of El Teide. Our targets were two active re-
gions: NOAA 12045 and the leading spot in NOAA 12049. They
were observed on April 24, 2014 between UT 9:56 and 10:10,
and on May 3, 2014 between UT 14:05 and 14:26.

The GREGOR Infrared Spectrograph (GRIS; Collados et al.
2012), which is coupled to the Tenerife Infrared Polarimeter
(TIP2; Collados 2007), was used to record the Stokes vec-
tor Iobs(λ) = (I,Q,U,V) across a 4 nm wide wavelength re-
gion around 1565 nm and with a wavelength sampling of δλ ≈
40 mÅ pixel−1. This wavelength region was therefore sampled
with about 1000 spectral points, out of which we selected a
2.4 nm wide region with Nλ = 600 spectral points that includes
three Fe i spectral lines (see Table 1). The large Landé factors
and wavelengths of these lines ensure a high sensitivity to the
magnetic field. In addition, the sensitivity of these spectral lines
to the different physical parameters, in particular the magnetic
field strength, peaks at an optical depth five times larger than in
the case of the widely used Fe i lines at 630 nm. The reason is
that the H− opacity has a minimum at 1640 nm (Chandrasekhar
& Breen 1946), which makes the Sun more transparent at these
wavelengths than in the visible range, and that these spectral
lines have a high excitation potential, which requires high tem-
peratures (i.e., deep photospheric layers) to populate the energy
levels involved in the electronic transition. More details are pro-
vided in Sect. 5.2.

The effective Landé factors in Table 1 have been obtained un-
der the assumption of LS coupling. This is valid for the Fe i spec-
tral lines at 1564.8 nm and 1566.2 nm. The spectral line Fe i at
1565.2 nm is better described under JK coupling. However, fol-
lowing Bellot Rubio et al. (2000), we consider it to be a normal
Zeeman triplet with an effective Landé factor of geff = 1.45.

During the observing time the solar image rotated, as a
consequence of GREGOR’s altitude-azimuthal mount (Volkmer
et al. 2012), by about 5.6◦ and 14.7◦ for NOAA 12045 and
NOAA 12049, respectively. This was sufficiently small to avoid
heavily distorting the continuum images reconstructed from the
individual slit positions. The GREGOR adaptive optics system
(GAOS; Berkefeld et al. 2012) worked throughout the entire
scans (see Sects. 4.1.2 and 4.2). We note that the Fried param-
eter r0 scales as λ6/5, and therefore the size of the isoplanatic
patches is about 2.5 times larger at 1565 nm than at 630 nm,
thereby allowing the AO to perform much better (e.g., com-
pensating for seeing and optical aberrations) at larger wave-
lengths. Normalized continuum intensity images from the ob-
served active regions are presented in Fig. 1. The contrast of
the continuum intensity in the granulation in these images (at
1565 nm) is about 2.2%. This value is equivalent to a 5.5% con-
trast at 630 nm, which is lower than the 7.2% contrast seeing by
Hinode/SP, thus indicating that the spatial resolution is slightly
lower than that of Hinode/SP (i.e., 0.32′′). To estimate it more
accurately, we determined a cutoff frecuency of between 2 and
3 arcsec−1 in the power spectra of the continuum intensity in the
granulation, yielding a spatial resolution of about 0.4−0.45′′.

By correlating our images with simultaneous HMI/SDO full-
disk continuum images, we estimate that the sunspot centers

A2, page 2 of 14



J. M. Borrero et al.: Deep-probing of sunspot penumbra: no evidence of field-free gaps

Table 1. Atomic parameters of the observed spectral lines.

Ion λ0
a χlow

a log(g f ) Elec.confa σ α geff

[Å] [eV]
Fe i 15 648.515 5.426 −0.669b 7D1 −

7D1 975b 0.229b 3.0
Fe i 15 652.874 6.246 −0.095b 7D5 −

6D4.54 f [3.5]0 1427b 0.330b 1.45
Fe i 15 662.018 5.830 0.190c 5F5 −

5F4 1197c 0.240c 1.5

Notes. λ0 is the central laboratory wavelength of each spectral line. σ and α represent the cross-section (in units of Bohr’s radius squared a2
0)

and velocity parameter of the atom undergoing the transition, respectively, for collisions with neutral atoms under the ABO theory (Anstee &
O’Mara 1995; Barklem & O’Mara 1997; Barklem et al. 1998). (a) Values taken from Nave et al. (1994). (b) Values taken from Borrero et al. (2003).
(c) Values taken from Bloomfield et al. (2007).

were located at coordinates (x, y) = (125′′,−309′′) and (x, y) =
(73′′,−83′′) (measured from disk center) for NOAA 12045 and
NOAA 12049, respectively. These values correspond to helio-
centric angles of Θ = 20.5◦ (µ = 0.936) and Θ = 6.5◦
(µ = 0.993). The image scale was also estimated by correlat-
ing the images with HMI data, yielding δx = 0.135′′ pixel−1 and
δy = 0.136′′ pixels−1 along the x and y axis, respectively. The
sizes of the scanned regions are 60 × 27 arcsec2 (top panel in
Fig. 1) and 53 × 45 arcsec2 (bottom panel in Fig. 1). The width
of the spectrograph slit was set to 0.27′′ (i.e., twice the scanning
step).

The data were treated with dark current substraction, flat-
field correction, and fringe removal (see Franz et al. 2016, for
more details) and were polarimetrically calibrated (see Collados
et al., in prep.), yielding a noise level of about σq ≈ σu ≈ σv ≈

10−3 in units of the quiet-Sun continuum intensity. These val-
ues were achieved with 30 ms exposures per accumulation and
a total of five accumulations per modulation step. The data were
wavelength calibrated under the assumption that the averaged
quiet-Sun intensity spectral line profiles, obtained as the mean
I(λ) inside the blue rectangles in Fig. 1, are located at the cen-
tral laboratory wavelength position λ0 (see Table 1), but shifted
by −535 m s−1 to account for the convective blueshift in the ob-
served spectral lines as determined from the Fourier Transform
Spectrometer (FTS; Livingston & Wallace 1991). After these
standard calibrations, the data were corrected for spectral scat-
tered light within the spectrograph (Sect. 3), and for the smearing
effects introduced by the telescope PSF (Sect. 4.1).

3. Spectral profile: veil correction

Before analyzing the recorded data, we estimated the spectral
profile of GRIS, for which we employed a similar procedure as
described in Bianda et al. (1998), Allende Prieto et al. (2004),
Cabrera Solana et al. (2007). We first obtained a GRIS-simulated
average quiet-Sun intensity profile Isim

qs (λ) by convolving FTS
data with a wavelength profile t(λ) that mimics the effects of the
spectral profile of GRIS:

Isim
qs (λ) = Ifts(λ)∗ t(λ). (1)

In principle, t(λ) can be approximated by a Gaussian function
g(λ, σ), where σ refers to the width of spectral profile. However,
a Gaussian profile decays rapidly with wavelength, which means
that the possible effect of extended wings in the spectral profile
would be neglected. These wings can be interpreted as spectral
scattered light or a spectral veil that mixes information from far-
away wavelengths. As a first approximation, we can consider this
spectral veil to be independent of wavelength and proportional to

Fig. 1. Continuum intensity Ic (at 1565 nm) of NOAA 12045 (top) and
leading spot of NOAA 12049 (bottom) normalized to the quiet-Sun con-
tinuum (Ic,qs) as observed with the GREGOR Infrared Spectrograph
(GRIS) on April 24, 2014 and May 3, 2015, respectively. The red
squares denote the center of each sunspot: (x, y) = (125′′,−309′′) for
NOAA 12045 and (x, y) = (73′′,−83′′) for NOAA 12049. The red ar-
row points toward the center of the solar disk. The areas enclosed by the
blue dashed rectangles have been used for calibration purposes (e.g., to
calculate the normalization factor Ic,qs; see also Sect. 3), while the ar-
eas enclosed by the red dashed rectangles indicate the regions that have
been analyzed in our work (see Sects. 4.3 and 5). The scanning direc-
tion (i.e., direction of movement of the spectrograph slit) was from top
to bottom along the y-axis.

A2, page 3 of 14

http://dexter.edpsciences.org/applet.php?DOI=10.1051/0004-6361/201628313&pdf_id=1


A&A 596, A2 (2016)

Fig. 2. Top panel: χ2-surface as a function of the parameters ν and σ
defining the spectrograph profile (Eq. (2)). This surface was obtained
from comparing the observed (Iobs

qs ) and simulated (Isim
qs ) quiet-Sun in-

tensity profile of the Fe i line at 1564.8 nm. Bottom panel: FTS inten-
sity profile of Fe i 1564.8 nm Ifts (crosses), simulated average quiet-Sun
intensity profile obtained after applying the spectrograph profile to FTS
data Isim

qs (solid line), and observed average quiet-Sun intensity profile
from GRIS data Iobs

qs in NOAA 12049 (filled circles; see also blue dashed
rectangles in Fig. 1).

the continuum intensity, in which case Eq. (1) becomes

Isim
qs (λ, σ, ν) = (1 − ν)Ifts(λ)∗ g(λ, σ) + νIc,fts, (2)

where Ic,fts = Ifts(λc) is the continuum intensity in FTS data and ν
is the fraction of spectral scattered light. Next, we created an ar-
ray of simulated averaged quiet-Sun intensity profiles through
Eq. (2), Isim

qs (λ), employing different values of σ and ν. Each
of these was then compared through a χ2 merit-function, with
the observed (i.e., by GRIS) average quiet-Sun intensity profile
Iobs
qs (λ) that is obtained by averaging the intensity profiles in the

quiet-Sun region denoted by the blue dashed rectangles in each
map in Fig. 1:

χ2(σ, ν) =

N
′

λ∑
k=1

[
Isim
qs (λk, σ, ν) − Iobs

qs (λk)
]2
, (3)

where the index k = 1, ...,N
′

λ runs for all wavelengths observed
by GRIS across a particular spectral line. We note that, since
the spectral sampling of GRIS (≈40 mÅ pixel−1) is coarser
than that of FTS (≈23 mÅ pixel−1), Isim

qs must be re-interpolated

to the GRIS wavelength grid before Eq. (3) can be evaluated.
Figure 2 (top panel) shows the χ2 surface as a function of σ and
ν that results from the comparison of Isim

qs (λ) and Iobs
qs (λ) for the

Fe i spectral line located at 1564.8 nm (see Table 1). The min-
imum of this surface is attained for σ = 70 mÅ and ν = 0.12
(12% of the spectral veil). This value of σ corresponds to a
FWHM for the spectral transmission of g(λ, σ) of approximately
165 mÅ (cf. Franz et al. 2016). The same values are obtained for
the two sunspots in Fig. 1. Figure 2 (bottom panel) compares
the original FTS intensity profile Ifts(λ) (crosses), the simulated
quiet-Sun profile Isim

qs (λ) (solid lines) obtained through Eq. (2)
with the aforementioned values of σ and ν, and the GRIS ob-
served quiet-Sun profile Iobs

qs (λ) in NOAA 12049 (filled circles).
Iobs
qs (λ) and Isim

qs (λ) are extremely similar, as guaranteed by the
low χ2 value (top panel in Fig. 2).

With this, it is now possible to substract the effect of the
spectral veil from the observed intensity profiles at every pixel
(x, y) in the entire field of view and obtain corrected profiles,
Icor(x, y, λ), by simply applying

Icor(x, y, λ) = [1 − ν]−1[Iobs(x, y, λ) − νIobs
c (x, y)]. (4)

At this point a number of clarifications are in order. The first
is that the correction for spectral veil only affects the intensity
profiles since the continuum polarization is zero Qobs

c (x, y) =
Uobs

c (x, y) = Vobs
c (x, y) = 0 everywhere, which means that

Qcor = Qobs (and likewise for U and V). In the following sections
we no longer consider Iobs(x, y, λ), but only the veil-corrected
Stokes vector Icor(x, y, λ). However, for the sake of simplicity,
we continue to refer to it as Iobs(x, y, λ).

Finally, it must be borne in mind that by applying Eq. (4) here
we only correct for the spectral veil. The remaining spectrograph
profile, namely the Gaussian profile g(λ, σ) in Eq. (2) (with σ =

70 mÅ), is considered at a later step in the analysis (Sect. 4.3).

4. Analysis

4.1. Spatial point spread function

Seeing, scattered light, and diffraction effects cause the observed
Stokes vector to differ from the vector emitted at a point (x, y)
on the solar surface. These effects can be quantified through the
PSF of the optical system P(x, y), which smears out the original
signal:

Iobs(x, y, λ) =
x

Isun(x′, y′, λ)P(x − x′, y − y′)dx′dy′. (5)

This equation indicates that some percentage of the signal from
points (x′, y′) with x′ , x and y′ , y, will contaminate the Stokes
vector at the location (x, y). Cleaning the observed signal of this
effect has been traditionally limited to data from space-borne
instrumentation where the optical system has a well-defined
P(x, y) function that can be calculated, sometimes even ana-
lytically, for all types of instruments (Danilovic et al. 2008;
Wedemeyer-Böhm 2008; Mathew et al. 2009; Asensio Ramos
& López Ariste 2010; Yeo et al. 2014). From the ground the
situation becomes more complicated, as the time-varying see-
ing imposes strong limits as to how fast the observations must
be carried out in order to be corrected. In this case, P(x, y)
must be determined empirically by reconstruction techniques
such as speckle-reconstruction (Keller & von der Luehe 1992),
multi-object multi-frame blind deconvolution (Löfdahl 2002;
van Noort et al. 2005), or phase diversity (Paxman et al. 1996).
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For these reasons, the procedure has been limited for ground-
based observations to high-throughput filter-based spectropo-
larimeters (Scharmer et al. 2008; Bello González & Kneer 2008;
Del Moro et al. 2010; Martínez Pillet et al. 2011). While these
techniques should in principle deliver diffraction-limited obser-
vations, recently Scharmer & Henriques (2012) and Löfdahl &
Scharmer (2012) have argued that high-altitude seeing remains
uncorrected.

High-order adaptive optics allow us today to obtain spec-
tropolarimetric data from slit-based instruments that are stable
enough during acquisition, so that we can attempt to decontami-
nate Iobs and retrieve Isun (Eq. (5)). The problem remains, how-
ever, how to obtain a PSF that represents the optical system, in-
cluding seeing, in ground-based long-slit spectrographs (Beck
et al. 2011). Although the AO-system can correct for most of the
low- and mid-order optical aberrations, it cannot correct for all of
them. Moreover, the correction weakens for regions away from
the AO lockpoint. Consequently, the observations are never com-
pletely diffraction limited, which prevents a good knowledge of
P(x, y). We therefore resorted to indirect means to obtain a mean-
ingful PSF that can be employed to isolate the solar signal. We
first assumed for simplicity that the PSF can be described by
two different Gaussian functions corresponding to narrow, n, and
wide, w, angle contributions,

P(x, y) = pngn(x, y, σn) + pwgw(x, y, σw), (6)

where σn and σw correspond to the distances, in seconds of arc,
in which each Gaussian contributes with ≈68.2% of its power.
pn and pw denote the relative contribution from narrow and wide
angles, respectively. We note that P(x, y), gw, and gn are normal-
ized to unity, and that pw + pn = 1.

4.1.1. Estimation of pw and σw

Sunspots close to disk center always have a region, located
within the umbra, where the magnetic field is aligned with the
observer line of sight. To locate these regions within the ob-
served FOV, we selected those pixels in Fig. 1 where Ic/Ic,qs <
0.7 and where the maximum of the total linear polarization
max|(Q2 + U2)1/2| < 5 × 10−3. In total there are about 60 pix-
els inside the umbra of each sunspot that fulfill these conditions.
They are marked in Fig. 1 with green crosses. We refer to the
location of these pixels as (x∗, y∗).

We also recall that whenever a magnetic field is aligned with
the observer line of sight, the intensity profile I(λ) of a normal
Zeeman triplet (Jl = 0 → Ju = 1 or vice versa) presents two
(and only two) distinct absorption features according to the se-
lection rule ∆M = ±1 for the Zeeman effect (del Toro Iniesta
2003). Each of these two absorption features is shifted with re-
spect to the central wavelength by an amount that is proportional
to ∝ (geff B∆M), where B is the modulus of the magnetic field.
When the separation between these two components is suffi-
ciently large, they appear as two unblended spectral lines, and
therefore the observed intensity at the central wavelength must
be very close to the continuum intensity: I(λ†) ≈ Ic = I(λc).
To ensure that these conditions are met, we used the intensity
profile of Fe i 1564.8 nm because this is the spectral line in our
observations with the largest Landé factor (see Table 1) and the
only one featuring a normal Zeeman triplet. We note that λ† does
not necessarily correspond to the central laboratory wavelength
λ0. Instead it is defined as the wavelength located half the way
between the two absorption features with ∆M = ±1.

Interestingly, the profiles selected above and located at (x∗, y∗)
do exhibit a small absorption feature at λ†. As the magnetic field

Fig. 3. Determination of the amount of stray light pw (wide-angle con-
tribution) by finding the value of pw for which the intensity at central
wavelength λ† in those pixels (x∗, y∗), where the magnetic field is aligned
with the observer line of sight is equal to the continuum intensity. This
occurs for pw = 0.2−0.3 depending on the width σw of the Gaussian
employed to mimic the effects of the stray light. The vertical error bars
refer to the standard deviation in the determination of pw using each of
the pixels in (x∗, y∗).

is mostly aligned to the observer line of sight in these pixels,
the absorption feature at λ† is unlikely to be produced by the
magnetic field (unshifted ∆M = 0 component of the Zeeman
pattern). Instead, it must arise from an absorption profile unaf-
fected by the magnetic field (i.e., penumbra and quiet Sun sur-
rounding both sunspots). To determine where this contribution
comes from and how much there is, we calculated a new inten-
sity profile at each of the selected pixels Ĩ(x∗, y∗) in the following
way:

Ĩ(x∗, y∗, λ) =
x

gw(x−x∗, y−y∗, σw)Iobs(x, y, λ)dxdy, (7)

where gw was defined in Eq. (6). Next, we calculated the dif-
ference between the continuum intensity at the location (x∗, y∗),
that is, Iobs

c (x∗, y∗), and pw Ĩ(x∗, y∗, λ†), for different values of pw
and σw. Since the bulk of the contribution to the absorption
feature observed at λ† is ascribed to the penumbra and gran-
ulation and these are located about 10′′ away from (x∗, y∗),
then σw ≥ 10′′. The results are presented in Fig. 3 for the
two sunspots in our dataset. The intensity at the central wave-
length position becomes comparable to the continuum inten-
sity, Iobs(λ†) ≈ Iobs

c , for pw ≈ 0.2−0.3. This indicates that the
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Fig. 4. Example of determining σw and pw by removing the
π-component in the intensity profile (Stokes I; top left panel) in a pixel
in which the magnetic field is aligned with the observer line of sight.
Black lines represent the observed Stokes profiles Iobs. Red lines show
the wide-angle contribution (i.e., scattered light) from the surrounding
penumbra and quiet Sun, Ĩ. Blue lines represent the observed Stokes
profiles after removing 20% of the wide-angle contribution. See text for
details.

absorption feature seen at λ† in the pixels in which the magnetic
field is aligned with the observer line of sight, (x∗, y∗) can be ex-
plained with a 20−30% stray-light contamination from outside
the umbra. Unfortunately, the exact distance cannot be reliably
determined since the same values of pw are obtained for three
different values of σw. As a compromise, we adopted σw = 20′′
and pw = 0.2. It should be noted, however, that the smaller σw,
the larger pw to explain the absorption feature seen at λ†. The
reason is that Ĩ(x∗, y∗, λ) does not include a strong absorption at
λ† for low values of σw because gw (see Eq. (7)) mainly includes
contributions from the neighborhood of (x∗, y∗) (i.e., the sunspot
umbra).

The procedure described above is illustrated for one of the
pixels referred to as (x∗, y∗) in Fig. 4. This figure depicts the ob-
served Stokes profiles Iobs in black lines. Stokes I (upper left
panel) has a small absorption feature at a wavelength λ† ≈
1564.85 [nm] located in between the two σ-components of the
Zeeman pattern. The very weak observed Q (bottom left) and
U (bottom right) profiles, along with the strong circular po-
larization signals (Stokes V; top right) implies that the mag-
netic field in this pixel is mostly aligned with the observer
line of sight. With red lines we show the contribution from the
surrounding penumbra and quiet Sun Ĩ as calculated through
Eq. (7) assuming that about 68% of the wide-angle scattered
light comes from a distance around the considered pixel of 20′′:
σw = 20′′. Blue lines show the umbral profile in the same pixel
after removing pw Ĩ from Iobs using pw = 0.2 and renormaliz-
ing using (1 − pw). The resulting Stokes I profile (blue lines
in the top left panel) does no longer feature the absorption at
λ† (i.e., where the unshifted ∆M = 0 would appear). At this
wavelength the observed intensity is the same as the continuum
intensity.

It is important to mention at this point that the absorption
feature seen at λ† might also be caused by unidentified molecular
blends that are common in the umbra at near-IR wavelengths,
leftover fringes, and even by the magnetic field not being fully

aligned with the observer line of sight. It might also appear as
a combination of all the above. Because we have assumed only
one origin, the values for pw obtained in this section are only to
be considered as an upper limit of the real amount of wide-angle
scattered light present in our observations.

4.1.2. Estimation of pn and σn

When pw is known, it is straightforward to determine pn as
pn = 1− pw = 0.8. The width of the narrow-angle PSF, σn, is de-
termined by performing a slit-scan of the pinhole array while
it is inserted into the light-path at the third focal point along
the optical path (i.e., before the spectrograph slit). By fitting the
shape of the light curve at the pinhole discontinuity, a value of
3.2 pixels on the CCD was determined. Considering the values
for the image scale given in Sect. 2, this yields σn = 0.18′′, cor-
responding to a FWHM of 0.43′′ and very similar to the spatial
resolution estimated from the power spectrum of the granulation
(Sect. 2). The theoretical diffraction-limited FHWM is ≈0.27′′,
but this value accounts only for the primary mirror. Considering
the effects of the spiders and central obscuration of the secondary
mirror shows that the performance is still not ideal. While we did
not investigate in detail the reason for this, we can point to sev-
eral possible sources such as high-altitude seeing (Scharmer &
Henriques 2012; Löfdahl & Scharmer 2012), width of the spec-
trograph slit, and a slightly off-focus spectrograph.

4.2. PCA expansion and deconvolution

After empirically estimating the PSF of the optical system
P(x, y) we can attempt to retrieve Isun by deconvolving Iobs

through Eq. (5). One possibility would be to deconvolve individ-
ual two-dimensional monochromatic images (e.g., Iobs(x, y, λk)
for k = 1, ...,Nλ = 600 and likewise for Q, U, and V). However,
this approach neglects the information contained in the wave-
length dependence of the Stokes parameters. This is important
because this information allows us to reduce the influence of
the noise in the deconvolution process. Currently, two meth-
ods take advantage of this wavelength dependence. The first,
referred to as spatially coupled inversions (van Noort 2012),
uses the radiative transfer equation for polarized light to exploit
the wavelength dependence of the Stokes vector during the de-
convolution process (Riethmüller et al. 2013; van Noort et al.
2013; Lagg et al. 2014; Tiwari et al. 2015). This method has the
advantage that is physically driven, but it requires deep mod-
ifications in existing inversion codes for the radiative transfer
equation. The second method is based on the principal compo-
nent analysis (PCA) of the data (Ruiz Cobo & Asensio Ramos
2013; Quintero Noda et al. 2015). Although this is statistically
driven, it has the advantage that it can be used in combina-
tion with any existing inversion codes for the radiative transfer
equation without further modifications. Because of its simplic-
ity, we chose the second method for our analysis. It must be
borne in mind, however, that it remains to be proven that these
two methods give the same results when applied to the same
data.

Hence we followed Ruiz Cobo & Asensio Ramos (2013) and
Quintero Noda et al. (2015) and expanded each of the four com-
ponents of the Stokes vector (Iobs and Isun) over the entire field
of view in Fig. 1 in a set of orthonormal eigenvectors φ(λ) such
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that

Iobs
m (x, y, λ) =

Nλ∑
n=1

Cobs
m,n(x, y)φm,n(λ)

'

Npca
m∑

n=1

Cobs
m,n(x, y)φm,n(λ). (8)

Isun
m (x, y, λ) =

Nλ∑
n=1

Csun
m,n(x, y)φm,n(λ)

'

Npca
m∑

n=1

Csun
m,n(x, y)φm,n(λ), (9)

where the index m = 1, .., 4 corresponds to any of the four com-
ponents of the Stokes vector, I, ..., V , respectively, and the in-
dex n = 1, ...,Nλ runs for the total number of observed wave-
lengths (see Sect. 2) on the upper part of the above equations.
The summation over index n is truncated to Npca

m , hence the ap-
proximate symbol, in the lower part of the equations. This is
explained below. We note the implicit assumption that the same
set of n-eigenvectors φm,n(λ) can be used to expand the mth com-
ponent of both the observed and solar Stokes vector. The PCA
analysis provides a method to calculate the eigenvectors φ and
eigenvalues C by diagonalizing (through the singular value de-
composition method) the matrix of the observed Stokes profiles
(Quintero Noda et al. 2015) or, equivalently, the correlation ma-
trix of the observed Stokes profiles (Skumanich & López Ariste
2002; Casini et al. 2013). When these were obtained, we substi-
tuted Eqs. (8) and (9) into Eq. (5),

Nλ∑
n=1

Cobs
m,n(x, y)φm,n(λ) =

Nλ∑
n=1

[x
Csun

m,n(x′, y′)P(x − x′, y − y′)dx′dy′
]
φm,n(λ). (10)

Since φm,n are orthogonal, Eq. (10) must hold independently for
each of the Nλ eigenvectors:

Cobs
m,n(x, y)=

x
Csun

m,n(x′, y′)P(x − x′, y − y′)dx′dy′, (11)

which shows that the original problem of convolution or decon-
volution of the Stokes vector (Eq. (5)) has been narrowed down
to determining the coefficients Cm,n(x, y) of the expansion. Since
the number of coefficients is equal to the number of observed
wavelengths for all four Stokes parameters, m× n = 4Nλ, apply-
ing Eq. (11) or Eq. (5) is, in principle, equivalent and requires
the same effort. Interestingly, only a few eigenvectors provide
useful information about the Stokes profiles. This implies that
we can truncate the expansions in Eqs. (8) and (9) (lower part
of these equations) to a much smaller number of coefficients
n = 1, ...,Npca

m ‖|Nλ. The truncation provides an approximation
to the mth component of the Stokes vector Ipca

m (λ) (hereafter re-
ferred to as PCA-reconstructed Stokes profile) that differs by an
amount Om(λ) from the observed one Iobs

m (λ):

Om(x, y, λ) = ‖Ipca
m (x, yλ) − Iobs

m (x, y, λ)‖. (12)

This equation provides a tool to determine where the expan-
sion (Eqs. (8), (9)) must be truncated or, equivalently, a way to
determine Npca

m . This is done by adding new eigenvectors un-
til the mean (spatial and spectral) difference between the PCA-
reconstructed and observed Stokes profile is at the level of the

Table 2. Number of PCA coefficients Npca
m needed to reproduce the

observed Stokes profiles (m = 1 for I, m = 2 for Q, m = 3 for U, and
m = 4 for V) at the level of the noise through Eqs. (12) and (13).

Active region Npca
1 Npca

2 Npca
3 Npca

4

NOAA 12045 8 10 10 10
NOAA 12049 5 5 5 5

noise in the observations:

σ2
m ≈ (NxNyNλ)−2

∑
i, j,k

Om(xi, y j, λk)2, (13)

where Nx and Ny are the total number of spatial points along the
x and y directions, respectively. σm refers to the noise in the mth
component of the Stokes vector. All these values have been pro-
vided in, or can be obtained from, Sect. 2. Table 2 presents the
best-fit values of Npca

m obtained through the application of the two
above equations. We note that more coefficients are needed to
properly reproduce the observed Stokes vector for NOAA 12045
than for NOAA 12049. The reason for this is that NOAA 12049
is very close to disk center (Θ = 6.5◦) and therefore there is
very little difference between the observed Stokes profiles on the
center side and limb side of the penumbra. At larger heliocen-
tric angles (NOAA 12045; Θ = 20.5◦) this is not the case any-
more. Moreover, for the latter sunspot the limb-side penumbra
displays highly asymmetric three-lobed Stokes profiles similar
to those in Borrero et al. (2004, 2005). This is undoubtedly a
sign of two distinct polarities present in the resolution element,
and it explains why more coefficients are needed to reproduce
Iobs in NOAA 12045.

The PCA coefficients Cm,n for m = 1, ..., 4 and n = 1, ...,Npca
m ,

that is, obtaining Csun
m,n from Cobs

m,n and the known PSF through
Eq. (11), were deconvolved by applying ten iterations of a Lucy-
Richardson-like algorithm (Richardson 1972; Lucy 1974) while
apodizing the data on the outermost 5% of the observed field of
view for each sunspot. More details about this procedure can be
found in Quintero Noda et al. (2015). After the Csun

m,n were ob-
tained, Isun

m can be reconstructed through Eq. (9), but truncating
the summation at Npca

m from Table 2 instead of at Nλ. This yields
Isun(x, y, λ). As a demonstration of the deconvolution process we
compare in Fig. 5 the total circular (top panels) and linear polar-
ization (lower panels), Vtot and Ltot, in NOAA 12049 obtained
from the originally observed Stokes profiles Iobs (left) and the
deconvolved Stokes profiles Isun using a truncated PCA expan-
sion ('symbols in Eqs. (8) and (9)). Vtot and Ltot are obtained as
the wavelength integral of ‖V(λ)‖ and

√
{Q2(λ)+U2(λ)}, respec-

tively. At high frequencies (narrow-angle) data are irredeemably
lost and the deconvolution process cannot recover them. This
is not the case at low frequencies (wide-angle scattered light),
where the information can be efficiently recovered. Therefore,
we can consider that after the deconvolution, the spatial res-
olution is given by the width of the narrow-angle Gaussian:
σn = 0.18′′ (Sect. 4.1.2). This value is also supported by the
power spectra of the granulation (see Sect. 2).

4.3. Inversion of Stokes profiles

We now apply the SIR inversion code (Stokes inversion based
on response functions; Ruiz Cobo & del Toro Iniesta 1992)
to Isun(λ) to infer the kinematic, thermodynamics, and mag-
netic properties of the solar atmosphere in the region within
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Fig. 5. Comparison between the total circular (top) and linear (bottom) polarization using the original observed Stokes vector Iobs (left) and the
deconvolved Stokes vector Isun (right) after truncating the PCA expansion. The frame around the deconvolved maps (better seen in the upper right
panel) appears as a consequence of apodization before deconvolution.

the red rectangles in Fig. 1. The inversion code employs an ini-
tial guess model for the solar atmosphere as a function of the
continuum optical depth at a reference wavelength of 500 nm,
log τ5, referred to as M0(log τ5), to solve the radiative transfer
equation and obtain a synthetic Stokes vector Isyn(λ). This syn-
thetic Stokes vector is then compared with the real one Isun(λ)
through a χ2 merit function. The initial model is then perturbed,
M1 = M0 + δM, so as to minimize the χ2 merit function. To
that end, the perturbation δM is obtained through a Levenberg-
Marquardt algorithm (Press et al. 1986) and singular value de-
composition method (Golub & Kahan 1965). The perturbations
are introduced at specific log τ5 positions called nodes, with the
final optical-depth dependence δM(log τ5) being obtained by in-
terpolating between the nodes. The perturbative process is re-
peated until a minimum in χ2 is reached. The resulting atmo-
spheric model could be taken as representative of the physical
conditions of the solar plasma, but as a result of the dependence
on the results from the initial guess model, we have repeated the

inversion procedure ten different times employing random initial
models M0. The model that yielded the best χ2 was adopted as
the final solution.

The process described above must be applied independently
to each (x, y) pixel contained in the red rectangles in Fig. 1.
We then obtain M(x, y, log τ5), which consists of the three-
dimensional structure of the line-of-sight-velocity vlos, temper-
ature T , magnetic field strength B, inclination of the magnetic
field with respect to the observer line of sight γ, and finally the
azimuth of the magnetic field on the plane perpendicular to the
observer line of sight ψ.

Our inversions were carried out with three nodes in T and
two nodes in vlos, B, γ, and ψ, respectively. This adds up to a
total of ten free parameters that were used to fit at each spa-
tial pixel (x, y), the solar Stokes vector Isun(λ) containing 4Nλ =
2400 data points. The node selection remains the same until
Sect. 5.4, where a more complex situation is considered. When
constructing the χ2 merit function that measures the difference
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Fig. 6. Example of the observed (after PCA deconvolution; filled cir-
cles) and best-fit (solid lines) Stokes profiles resulting from the inver-
sion (see Sect. 4.3) in a intraspinal pixel. From top to bottom: results
for I, Q, U, and V . From left to right: results for Fe I 1565.85 nm,
Fe I 1565.28 nm, and Fe I 1566.20 nm (see Table 1). The location of
this particular pixel is indicated in Fig. 8 with a black square.

between the synthetic Isyn(λ) and solar Isun(λ) Stokes vector, the
polarization profiles Q, U and V were given twice the statistical
weight of I. This was done because Stokes I is more affected by
unidentified molecular blends and leftover fringes that are not
fully corrected during data reduction (see Sect. 2). We note that
at each iteration step and before being compared with Isun, the
synthetic Stokes vector Isyn was convolved with a Gaussian pro-
file with σ = 70 mÅ. This was done to include the effects of the
spectrograph profile g(λ, σ) that remained unaccounted for after
the removal of the spectral veil (see Sect. 3). We emphasize that
we employed only one component during the inversion. No non-
magnetic component was used to model the stray light because
this was accounted for in the deconvolution (Sect. 4.2).

Figure 6 shows an example of the observed after PCA decon-
volution (filled circles) and best-fit (solid lines) Stokes profiles in
the three observed spectral lines. This is the result for a pixel that
corresponds to a penumbral intraspine in NOAA 12049 (black
square in Fig. 8). Because less weight was given to the inten-
sity during the inversion (because of blends and leftover fringes),
the fits in Stokes I are always of lower quality than in Q, U, V .
Since the selected pixel is located in an intraspine, Stokes V fea-
tures several lobes. Although it uses only linear gradients (i.e.,
two nodes in vlos, B, γ, and ψ), the inversion works well in fit-
ting these multilobed circular polarization signals. Outside the
intraspines, Stokes V regains it regular shape, and the quality of
the fits improves significantly.

The three-dimensional distribution of the kinematic and ther-
modynamics parameters provided by the inversion will be dis-
cussed in a future paper. In this work we focus only on the mag-
netic field. The radiative transfer equation allows us to determine
the magnetic field in spherical coordinates in the observer’s ref-
erence frame: B = (B, γ, ψ). Instead, it is more useful to an-
alyze the magnetic field in cylindrical coordinates in the local
reference frame: B = (Br, Bθ, Bz), where Bz corresponds to the
direction perpendicular to the solar surface, and Br and Bθ are
the magnetic field components in polar coordinates on the plane
parallel to the solar surface with origin at the sunspot centers. To
this end, we have employed the methods described by Borrero
et al. (2008) and Borrero & Ichimoto (2011) to convert from
the observer’s to the local reference frame. This method solves

the 180◦ ambiguity in the azimuth of the magnetic field vector
by choosing at each pixel (x, y) on the solar surface either ψ or
ψ + π so that the magnetic field becomes as radial as possible.
This yields Br(x, y, log τ5), Bθ(x, y, log τ5), and Bz(x, y, log τ5).

5. Results and discussion

5.1. Field-free gaps and return flux

Figures 7 and 8 show the maps at an optical depth of log τ5 = 0
of the magnetic field strength B (left) and the vertical component
of the magnetic field Bz in the local reference frame (right) in the
regions denoted by the red rectangles in Fig. 1 for NOAA 12045
and 12049, respectively. In these plots the black arrows denote
the projection of the magnetic field B onto the solar surface
(Br, Bθ). The length of each arrow is proportional to

√
{B2

r + B2
θ}.

For better visualization we show the vectors only every other
pixel in the vertical and horizontal directions. White contours on
the B maps (left) enclose those regions where B ≤ 500 Gauss,
while on the Bz maps (right) they enclose regions where Bz ≤ 0
(i.e., magnetic field lines returning to the solar surface).

The most noticeable pattern in these figures is the very well-
known spine and intraspine penumbral structure (Lites et al.
1993) described in Sect. 1: regions of strong and vertical mag-
netic fields (spines) interlaced with weaker and more horizontal
magnetic fields (intraspines).

The regions where the magnetic field strength is lower than
500 Gauss represent only 0.5% and 0.2% of the total area in
Figs. 7 (left) and 8 (left), respectively. These areas would be
even smaller if we had employed the 300 Gauss limit found by
Spruit et al. (2010). At close inspection we note that these tiny
regions where the magnetic field is below 500 Gauss correspond
to pixels in the outer penumbra where granules enter the sunspot.
A clear example of this can be found in the white contours in
the left panel of Fig. 8 (B ≤ 500 G) at position (x ≈ 8.4′′,
y ≈ 3.7′′). This region corresponds to a bright granule in the
outer penumbra inside the red rectangle in the bottom panel of
Fig. 1 at position (x ≈ 53′′, y ≈ 17′′). These results rule out
the existence, at an optical depth of log τ5 = 0, of dynamically
weak magnetic fields (cf. Scharmer 2008; Spruit et al. 2010),
and even more strongly so the presence of field-free gaps in the
deep photospheric layers of the penumbra (Spruit & Scharmer
2006; Scharmer & Spruit 2006). This agrees with previous re-
sults obtained from Hinode/SP data (Borrero & Solanki 2008;
Puschmann et al. 2010; Ruiz Cobo & Asensio Ramos 2013;
Tiwari et al. 2013, 2015) and SST/CRISP data (Scharmer et al.
2008, 2013; Scharmer & Henriques 2012). However, it must be
borne in mind that the information at log τ5 = 0 provided by the
spectral lines employed in this work (Sect. 2; see also Table 1)
is much more reliable than the information at the same optical
depth provided by the spectral lines (Fe i line pair at 630 nm)
employed in previous investigations (see Sect. 5.2). Finally, it is
worth mentioning that the results for NOAA 12049 are of partic-
ular importance because this sunspot is located very close to disk
center, thereby allowing us to probe slightly deeper photospheric
layers than NOAA 12045.

Field-free gaps or dynamically weak magnetic fields in the
penumbra have previously been ruled out (Mathew et al. 2003;
Borrero et al. 2004, 2005; Bellot Rubio et al. 2004; Cabrera
Solana et al. 2008) from observations of the same deep-forming
Fe i spectral lines around 1565 nm as we used here (see Table 1).
However, these older investigations were carried out with data at
relatively low spatial resolution (1 arcsec) and did not account
for wide-angle scattered light.
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Fig. 7. Magnetic field strength B(x, y, log τ5 = 0) (left) and vertical component of the magnetic field in the local reference frame Bz(x, y, log τ5 = 0)
(right) in NOAA 12045 observed on April 24, 2014 at Θ = 20.5◦. White contours in the left and right panels indicate regions where B < 500
Gauss and Bz < 0, respectively. Black arrows indicate the projection of the magnetic field vector B on the plane of the solar surface. This region
corresponds to the red rectangle in Fig. 1 (top panel). This map was obtained from inverting the deconvolved data assuming pw = 0.2 (20%
wide-angle scattered light).

Regions where Bz < 0 represent 19.6% and 3.0% of the total
area in the right panels of Figs. 7 and 8, respectively. The much
larger region of magnetic flux return in NOAA 12045 is proba-
bly due to the presence of a nearby plage with opposite -polarity
magnetic fields outside the sunspot. This also shortens the radial
extension of the penumbra on the limb side of NOAA 12045
as compared to 12049. These numbers do not fully agree with
the values given by Ruiz Cobo & Asensio Ramos (2013), who
found that at log τ5 = 0, about 28% of the penumbra harbors
magnetic field lines returning into the solar surface. An addi-
tional difference between our result and those from Ruiz Cobo
& Asensio Ramos (2013) and Scharmer et al. (2013) is that the
regions of return flux detected here also enclose the central core
of the intraspines, not only their lateral boundaries (see left pan-
els in Figs. 7 and 8).

The discrepancy in the results might have several sources. On
the one hand, as has been mentioned by Ruiz Cobo & Asensio
Ramos (2013, see also Sect. 5.2), Bz at log τ5 = 0 is not very
well constrained by spectropolarimetric observations of the Fe
i spectral lines at 630 nm (Hinode/SP and SST/CRISP). From
this point of view, our results at this optical depth are to be pre-
ferred. On the other hand, as we show in Sect. 5.3, our results
on Bz are heavily dependent on the amount (Eq. (6); Sect. 4.1)
of scattered light, pw, employed in the PSF. Since our knowl-
edge of GRIS/GREGOR PSF is very limited (Sect. 3) compared
to Hinode/SP (Suematsu et al. 2008; Danilovic et al. 2008; van
Noort 2012), the 28% of return-flux area provided by Ruiz Cobo
& Asensio Ramos (2013) might be considered more reliable.
Given that both sets of data have their shortcomings, the total
amount of return flux present in the penumbra and its spatial

distribution appears to be still open to debate. More investiga-
tions need to be carried out on this subject before a more com-
prehensive answer can be given.

5.2. How deep do we probe?

Throughout this paper we have stated several times that the Fe i
spectral lines at 1565 nm employed in this work provide more
reliable information about the deep photospheric layers than
the commonly used Fe i spectral lines at 630 nm. In Sect. 2
we ascribed this to the lower H− opacity at 1565 nm than at
630 nm, plus the higher excitation potential of the former spec-
tral lines compared to the latter. However, this is only a qualita-
tive explanation. In this section we provide a more quantitative
explanation.

To that end we determined the depth of the optical depth
unity level as a function of wavelength z(τλ = 1) for differ-
ent atmospheric models: the granular model from Borrero &
Bellot Rubio (2002), hot and cool umbral models from Collados
et al. (1994), and finally the spatially averaged penumbral model
obtained from the inversions of NOAA 12049 described in
Sect. 4.3. The results are shown in Fig. 9. All curves in this
figure have been shifted vertically so that z(τλ = 1) = 0 for a
wavelength of 500 nm. As expected, all curves follow the opac-
ity as a result of the bound-bound and bound-free transitions of
the H− ion (Chandrasekhar & Breen 1946), but each is mod-
ulated by the density and temperature of the different models.
The height difference between the continuum level τλ = 1 or
log τλ = 0 at 630 nm and 1565 nm is −36 km (granular model;
red curve), −62 km (cool-large umbra; green curve) and −71 km
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Fig. 8. Magnetic field strength B(x, y, log τ5 = 0) (left) and vertical component of the magnetic field in the local reference frame Bz(x, y, log τ5 = 0)
(right) in NOAA 12049 observed on May 3, 2014 at Θ = 6.5◦. White contours in the left and right panels indicate regions where B < 500 Gauss
and Bz < 0, respectively. Black arrows indicate the projection of the magnetic field vector B onto the plane of the solar surface. This region
corresponds to the red rectangle in Fig. 1 (bottom panel). This map was obtained from inverting the deconvolved data assuming pw = 0.2 (20%
wide-angle scattered light).

(hot-small umbra; blue curve), and −75 km (average penumbra;
black curve), meaning that the continuum level is formed some
60−70 km deeper (i.e., half a pressure scale height) at 1565 nm
than at 630 nm in sunspots but only about 30 km deeper in the
quiet-Sun.

However, the formation height of the continuum level tells
only part of the story. We must also consider the formation of
the spectral lines themselves, which depends on their excitation
potential, oscillator strength, and electronic configuration. This
can be achieved by means of the so-called response functions
R(log τ5, λ) (del Toro Iniesta 2003). We calculated the response
functions of the spectral lines at 1565 nm (Table 1) and at 630 nm
using the average penumbral model mentioned previously. The
contribution from each of the four Stokes parameters has been
taken into account following the method described in Borrero
et al. (2014). Figure 10 presents the wavelength-integrated re-
sponse functions to the magnetic field strength B (top-left), mag-
netic field inclination with respect to the observer line of sight γ
(top-right), temperature T (bottom left), and line-of-sight veloc-
ity vlos (bottom right). These figures demonstrate that the near-
infrared (NIR) spectral lines at 1565 observed by GRIS at the
GREGOR telescope and employed in this work are much more
sensitive to the magnetic field B at log τ5 = 0 in their peak-
sensitivity (red curves in the top left panel) than the visible spec-
tral lines at 630 nm observed by Hinode/SP and the CRISP in-
strument at the SST telescope (blue curves in the top left panel).
In particular, the response function to B in the infrared lines at
log τ5 = 0 is about 70% of its highest value, while this number
decreases to 25% for the spectral lines in the visible. Moreover,
the information on the magnetic field conveyed by the 630 nm
lines is spread over a much wider range of optical depths, making
it more difficult to isolate the information at log τ5 = 0 than for
the NIR lines, whose contribution comes from a much narrower

range. This suggests that the results obtained at log τ5 = 0 from
inverting the Fe i lines at 630 nm, in particular inversions car-
ried out with two nodes (Scharmer et al. 2013), tend to be an
extrapolation toward deeper layers1 from the results between
log τ5 ∈ [−2,−1]. In addition, the peak contribution is much
closer to log τ5 = 0 in the NIR spectral lines than in the visible,
with the center-of-gravity of R being located at log τ5 ≈ −0.6
and at log τ5 ≈ −1.3, respectively. This implies that the informa-
tion about the magnetic field strength B comes from an optical
depth of about 10−0.6/10−1.3 ≈ 5 times larger in the NIR spectral
lines employed in this work.

5.3. Dependence on the PSF used to deconvolve

In Sect. 4.1 we obtained a simple empirical PSF, P(x, y), for the
instrument GRIS attached to the GREGOR telescope. The PSF
was modeled through a narrow- and a wide-angle Gaussian pro-
file characterized by σn, pn and σw, pw parameters, respectively
(Eq. (6)). The latter two parameters were rather uncertain, with
possible values such as σw ∈ [10′′, 30′′] and pw ∈ [0.2, 0.3]. The
results presented in Sect. 5.1 (see also Figs. 7 and 8) were ob-
tained with pw = 0.2, σw = 20′′. Motivated by Schlichenmaier
& Franz (2013) we want to investigate whether our results de-
pend on the amount of scattered light pw. We have therefore
repeated the PCA deconvolution (Sect. 4.2) and Stokes inver-
sion (as described in Sect. 4.3) using different PSF parameters.
As a first experiment we have simply inverted veil-corrected but
1 This is the case of inversions carried out with SIR (Ruiz Cobo &
del Toro Iniesta 1992) or NICOLE (Socas-Navarro et al. 2015), but not
SPINOR (Frutiger et al. 1999) because the first two codes spread the
number of nodes evenly in log τ5 with the first two nodes being located
at the top and bottom of the atmosphere. The latter, however, allows the
user to choose their locations.
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Fig. 9. Height at which the continuum level z(τλ = 1) is formed,
with respect to the height at a wavelength of 500 nm as a function of
wavelength. The color curves indicate the different models: red (gran-
ular model), blue (hot-small umbral model), green (cool-large umbral
model), and black (penumbral model). The two vertical dashed lines
are located at λ = 630 nm and λ = 1565 nm.

Fig. 10. Wavelength-integrated response function R as a function of the
logarithm of the optical depth at a reference wavelength of 500 nm,
log τ5, to the magnetic field strength B (top left), magnetic field inclina-
tion with respect to the observer line of sight γ (top right), temperature
T (lower left), and line-of-sight velocity vlos (lower right). Red curves
correspond to the integration over the observed spectral lines in this
work (see Table 1), while the blue lines correspond to a wavelength
integration over the Fe i line pair at 630 nm. The atmospheric model
employed to calculate the response functions is the spatially averaged
penumbral model obtained from the inversions (see Sect. 4.3).

undeconvolved raw data, that is, skipping Sect. 4.2 in the anal-
ysis. Next, we deconvolved before inversion with the follow-
ing combinations: (a) pw = 0; (b) pw = 0.2, σ = 20′′; and
(c) pw = 0.4, σ = 10′′. The other two parameters were always
kept to pn = 1 − pw and σn = 0.18′′. Table 3 summarizes our
findings for each experiment in terms of the percentage of the
total area covered by regions with B < 500 Gauss and Bz < 0 at
log τ5 = 0. Results for case (b) have been presented in Sect. 5.1
(see also Figs. 7 and 8).

Clearly, the penumbral area featuring regions where the mag-
netic field returns to the solar surface (Bz < 0) strongly depends

Table 3. Percentage of the analyzed penumbral area that harbors weak
fields (B < 500 Gauss) or magnetic field lines returning into the solar
surface (Bz < 0) for different PSF parameters.

Dataset NOAA 12045 NOAA 12049
B < 500 Bz < 0 B < 500 Bz < 0

raw 0.1% 6.1% 0.0% 0.5%
pw = 0 0.8% 11.9% 0.2% 0.3%
pw = 0.2, σw = 20′′ 0.5% 19.6% 0.2% 3.0%
pw = 0.4, σw = 10′′ 0.1% 31.6% 0.3% 12.7%

Table 4. Same as Table 3, but employing three nodes for vlos, B, γ, and
φ instead of two nodes.

Dataset NOAA 12045 NOAA 12049
B < 500 Bz < 0 B < 500 Bz < 0

raw 0.0% 6.0% 0.0% 0.5%
pw = 0 0.3% 12.6% 0.5% 0.0%
pw = 0.2, σw = 20′′ 0.3% 27.8% 0.1% 2.3%
pw = 0.4, σw = 10′′ 0.1% 48.4% 0.2% 10.2%

on the amount of scattered light pw employed to model the PSF.
As pw increases, the areas harboring return flux becomes larger.
The area covered by weak magnetic fields (B < 500) is indepen-
dent of pw, however.

5.4. Dependence on the number of nodes employed
in the inversion

So far, the results we presented were obtained by employing,
during the inversion process, three nodes in the temperature T ,
and two nodes in the line-of-sight velocity vlos, magnetic field
strength B, inclination of the magnetic field with respect to the
observer line of sight γ, and angle of the magnetic field in the
plane perpendicular to the observer line of sight ψ (see Sect. 4.3).
Using two nodes in these physical parameters assumes that each
of them varies linearly with the logarithm of the optical depth
a + b ∗ log τ5, with the slope b and zero crossing a being dif-
ferent for B, γ, etc. Depending on the sign of the slope, this
implies that a given physical parameter can either increase or
decrease with height in the atmosphere. A slightly more realis-
tic, albeit complex, situation would be to allow for three nodes
instead of two (i.e., quadratic dependence of the physical param-
eters on log τ5) and hence allowing them to first increase with
height and then decrease, or vice versa. To determine how our
results depend on the choice of nodes, we repeated all inver-
sions in Sect. 5.3, but employed three nodes in vlos, B, γ, and
φ. Table 4 shows the percentage of the penumbral area harbor-
ing weak fields (B < 500 Gauss) and field lines returning to the
solar surface (Bz < 0) employing three nodes. From comparing
Table 4 with Table 3, we conclude that the size of flux-return ar-
eas significantly depends on whether each physical parameter is
modeled with two or three nodes. The area of weak fields is the
same in both cases, however.

6. Conclusions

We have studied the magnetic field topology in the penumbra
of two sunspots at the deepest layers of the solar photosphere.
This was done through inverting the radiative transfer equation
applied to spectropolarimetric data (i.e., full Stokes vector I)
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of three Fe i spectral lines at 1565 nm to retrieve the magnetic
field B.

The estimated spatial resolution of the data we employed is
0.4−0.45′′ and the noise level is 10−3. Moreover, the observed
spectral lines are better suited to study the magnetic field in
the deep photosphere than the widely used Fe i spectral lines at
630 nm because the lines at 1565 nm convey information from
deeper photospheric layers, and the Zeeman splitting is about
three times larger than in the lines at 630 nm.

To account for the degradation of the data by straylight
(i.e., wide-angle scattered light) within the instrument, we ap-
plied before the inversion a PCA deconvolution method us-
ing an empirical PSF. Our results show no evidence of weak-
field regions (B < 500), let alone of dynamically weak fields
(Spruit et al. 2010) or field-free regions (Scharmer & Spruit
2006; Spruit & Scharmer 2006) in the deepest regions of the
photosphere (log τ5 = 0). This agrees with previous observa-
tional results, in particular with Borrero & Solanki (2008, 2010),
Tiwari et al. (2013) and with three-dimensional MHD simula-
tions of sunspot fine-structure (Rempel et al. 2009; Nordlund &
Scharmer 2010; Rempel 2011, 2012). These results are indepen-
dent of the amount of stray light used in the PSF and indepen-
dent of the inversion setup (i.e., number of nodes). No previous
work has ruled out field-free plasma deep beneath the sunspot. It
is perfectly plausible that at some point underneath the sunspot
(i.e., below the magnetopause; Jahn & Schmidt 1994) normal
field-free convection resumes. The question is wether this occurs
sufficiently close to log τ5 = 0 so as to explain the penumbral
brightness. This is precisely what we rule out here.

On the other hand, the amount of flux returning back into the
solar surface (Bz < 0) within the penumbra is highly dependent
on the amount of stray light considered and, consequently, we
refrain from drawing conclusions at this point.

In summary, we have addressed all major concerns raised
by Spruit et al. (2010), Scharmer & Henriques (2012),
and Scharmer et al. (2013): we used high-spatial resolution
observations (indeed the highest ever at 1565 nm) of spectropo-
larimetric data (Scharmer & Henriques 2012) that conveys very
reliable information about the magnetic field in the deep photo-
sphere (Spruit et al. 2010). We also deconvoled the data with sev-
eral empirically determined PSFs, which allowed us to remove
the need for the so-called non-magnetic filling factor (Scharmer
et al. 2013). In all cases, no traces of regions with B ≤ 500 Gauss
have been found at log τ5 = 0.
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