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ABSTRACT

Context. Scattering polarization in the Sr I 4607.3 Å line observed with high resolution is an important diagnostic of the Sun’s atmo-
sphere and magnetism at small spatial scales. Investigating the scattering polarization altered by the Hanle effect is key to constraining
the role of small-scale magnetic activity in solar atmospheric activity and energy balance. At present, spatially resolved observations
of this diagnostic are rare and have not been reported as close to the disk center as for µ = 0.6.
Aims. Our aim is to measure the scattering polarization in the Sr I line at µ = 0.6 and to identify the spatial fluctuations with a
statistical approach.
Methods. Using the Fast Solar Polarimeter (FSP) mounted on the TESOS filtergraph at the German Vacuum Tower Telescope (VTT)
in Tenerife, Spain, we measured both the spatially resolved full Stokes parameters of the Sr I line at µ = 0.6 and the center-to-limb
variation of the spatially averaged Stokes parameters.
Results. We find that the center-to-limb variation of the scattering polarization in the Sr I line measured with FSP is consistent with
previous measurements. A statistical analysis of Stokes Q/I (i.e., the linear polarization component parallel to the solar limb), sampled
with 0.16′′ pixel−1 in the line core of Sr I reveals that the signal strength is inversely correlated with the intensity in the continuum.
We find stronger linear polarimetric signals corresponding to dark areas in the Stokes I continuum image (intergranular lanes). In
contrast, independent measurements at µ = 0.3 show a positive correlation of Q/I with respect to the continuum intensity. We estimate
that the subregion diameter responsible for the excess Q/I signal is on the order of 0.5′′–1′′.
Conclusions. The presented observations and the statistical analysis of Q/I signals at µ = 0.6 complement reported scattering polar-
ization observations as well as simulations. The FSP has proven to be a suitable instrument to measure spatially resolved scattering
polarization signals. In the future, a systematic center-to-limb series of observations with subgranular spatial resolution and increased
polarimetric sensitivity (<10−3) compared to that in the present study is needed in order to investigate the change in trend with µ that
the comparison of our results with the literature suggests.
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1. Introduction

The quiet solar photosphere is thought to be filled by small-
scale and weak magnetic fields, as predicted by small-scale
dynamo simulations of Vögler & Schüssler (2007) and Rempel
(2014). To test this model, detailed measurements of the often
weak magnetic field and its spatial distribution is required. How-
ever, observations draw an inhomogeneous picture on magnetic
field strength, inclination and distribution, see Lagg et al. (2016),
Stenflo (2011) and reviews on this topic by De Wijn et al.
(2009), Steiner & Rezaei (2012) and Borrero et al. (2015).
Observationally determining properties of fields weaker than a
few hundred Gauss, which are tangled at spatial scales close to
the observations’ spatial resolution is quite a challenge, as the
Zeeman effect as a diagnostic tool has two major intrinsic disad-
vantages for extracting information about these fields. Firstly,
the sensitivity to weak magnetic fields is low, particularly to
the component perpendicular to the line-of-sight, and secondly,
if the magnetic field is turbulent, signal cancellation within a
resolution element is possible. This makes it particularly dif-
ficult to probe the magnetic field’s properties in inter-network

regions, as the results conspicuously depend on the method
and spectral line employed, see e.g., Borrero et al. (2015). To a
large extent, these disadvantages are overcome by employing the
Hanle effect, see for example, Landi Degl’Innocenti & Landolfi
(2004) and Stenflo (1994).

A photospheric line widely used for Hanle diagnostics is
Sr I 4607.3 Å, which has the advantage of providing scatter-
ing signals at µ = 0.1 above 1% (see, e.g., Stenflo et al. 1997
and Gandorfer 2002). Here µ = cos(θ), where θ is the helio-
centric angle and µ = 0 at the solar limb. So far, measure-
ments with the required polarimetric sensitivity of the scattering
polarization signals in this line suffer from insufficient spatio-
temporal resolution (see Trujillo Bueno & Shchukina 2007 and
references therein). Additionally, the observed target needs to
be sufficiently far from the solar limb to confidently correlate
the granulation pattern with the detected polarimetric signals for
interpretation. Observations with a spatial resolution of about
0.6′′ by Malherbe et al. (2007) at µ = 0.3 from the west limb dis-
play a positive correlation between the Stokes Q/I signal in the
Sr I line core and continuum intensity. Their findings possibly
hint at a Hanle effect acting in the intergranular regions where
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higher magnetic fields are expected, in agreement with simula-
tions carried out by Trujillo Bueno et al. (2004). However, close
to the disk center, Trujillo Bueno & Shchukina (2007) predicted
theoretically that most of the scattering polarization is produced
by local symmetry breaking of the radiation field by atmospheric
inhomogeneities. In this case, the theoretically expected Q/I sig-
nal fluctuations lie between −0.08% and 0.9%, as they would
be observed with a 1 m telescope and a spectral resolution of
25 mÅ at µ = 0.5, without considering a depolarizing magnetic
field.

Here we present the results of two sets of observations
carried out at the German Vacuum Tower Telescope (Tener-
ife, Spain) in the Sr I 4607.3 Å line taken with the Fast Solar
Polarimeter (Iglesias et al. 2016) attached to the TESOS filter-
graph (Kentischer et al. 1998; Tritschler et al. 2002). First we
check if the data obtained with the Fast Solar Polarimeter are
consistent with those in the literature by measuring the center-
to-limb variation of the linear polarization in Sr I and in a neigh-
boring Fe I line that does not show scattering polarization. This
center-to-limb variation of the Q/I amplitude is compared with
published results. In a second step, we use a statistical approach
to analyze photon-noise limited spatial fluctuations of the Q/I
signal at subgranular resolution and (1) search for a correlation
between the Q/I amplitude in the line core and continuum inten-
sity and (2) estimate the structure size of scattering polarization
signals.

2. Observations and data reduction

Our observations were obtained with a prototype of the Fast
Solar Polarimeter (FSP) mounted at the Vacuum Tower Tele-
scope (VTT) at the El Teide observatory on Tenerife, using the
TESOS Fabry-Pérot tunable filtergraph. This particular proto-
type of FSP is composed of a fast, cooled pnCCD camera syn-
chronized with a ferro-electric liquid crystal based polarization
modulator. The image dimensions are 248 × 256 pixel2. The
sampling of 0.08′′ pixel−1 corresponds to approximately criti-
cal sampling at the diffraction limit of the 0.68 m VTT aperture.
The TESOS bandpass has a FWHM of about 25 mÅ (Beck et al.
2010). FSP is run with a polarization modulation frequency of
100 Hz, which corresponds to a frame rate of 400 frames s−1

(four modulation states per cycle). For more details of the FSP
and the used modulation scheme see Iglesias et al. (2016). Cali-
bration data, that is, dark images, a modulated flat field for all
wavelength positions (moving the telescope randomly around
disk center) and polarimetric calibration images were recorded
within a few minutes of the observations.

2.1. Center-to-limb variation of scattering polarization

2.1.1. Observations

On 6 May 2015 we observed quiet Sun regions at different limb
distances between 17 and 19 UTC without using the adaptive
optics (AO) system. We recorded the full Stokes vector at 11
wavelength positions, whereby the full record of all positions
is called a scan: [−90, 90, −60, 60, −40, 40, −20, 20, −10, 10,
0] mÅ around a central wavelength. As central wavelengths we
used λc,Sr = 4607.33 Å centered on the core of the Sr I line
and λc,Fe = 4607.63 Å centered on the core of a neighboring
Fe I line. Ten scans through the Sr I line were made, each at
a different solar disk position, ranging between solar disk cen-
ter and the solar north limb in steps of ∆µ = 0.1. In this way

we do not need to correct for Doppler shifts due to solar rota-
tion. The Fe I line was scanned at µ = [1, 0.8, 0.27, 0.1]. At
µ = 0.1 the solar limb is visible as a strong intensity drop in
the upper part of the images. The individual scans took between
99 s and 106 s to complete and will be referred to as scan data
hereinafter.

2.1.2. Data reduction

For a detailed description of the basic reduction steps, see
Iglesias et al. (2016). The basic data reduction consists of three
steps. They correct for offsets by subtracting a low-noise dark
frame, image smearing, and common mode. The common mode
signal is estimated from shielded pixels and subtracted from
each semi-row. The image smearing, caused by shutter-free
operation of frame-transfer CCD detectors, is corrected by
using a modified standard model developed and implemented
by Iglesias et al. (2015). After the basic reduction, 800 frames
within each modulation state and wavelength position are aver-
aged to a single image. The flat field and the scan data are cor-
rected and averaged identically.

For polarimetric calibration, FSP recorded 19 predetermined
polarization states, generated in front of the modulator. There-
fore, instrumental polarization caused by optical elements of the
telescope located in front of the modulator is excluded from
the calibration. The measured intensities were used to fit the
elements of the over-determined 4 × 4 (de-)modulation matrix.
The demodulation matrix was then applied to the flat field and
the scan data in the same way. The polarimetric calibration is
described in detail by Iglesias et al. (2016).

The flat field and scan Stokes Q, U, V images were normal-
ized to Stokes I. The flat field Q/I, U/I and V/I images were
then subtracted from the respective scan data. This procedure
was chosen to take into account artificial offsets in Q/I, U/I
and V/I due to telescope polarization and to remove polarized
fringes. As only very low polarization is expected in the con-
tinuum (Gandorfer 2002), we calculated spatial averages of the
Q/I, U/I and V/I images taken at −90 mÅ and subtracted them as
an offset from all wavelength points and corresponding polariza-
tion state images. A heuristic cross-talk removal was applied to
correct the scan data for the uncalibrated telescope polarization,
since there is no reliable telescope model available for the used
wavelength range. We corrected for cross-talk between V/I and
Q/I, as well as between V/I and U/I. This was done by rotat-
ing the whole FOV around the U and Q axes of the Poincaré
sphere until the V/I signal was minimized. The estimated cross-
talk with this method is (9 ± 2)% for V/I to Q/I, corrected by a
5◦ rotation around the U axis. For the cross-talk from V/I to U/I
we estimated (57 ± 1)%, corrected with a 35◦ rotation around
the Q axis. The direction of +Q/I is parallel to the north solar
limb.

We then averaged all pixels for a given µ value and for one
wavelength. Given that µ changes more rapidly over a given
distance on an image with smaller µ-values, the image clos-
est to the limb was divided into equally sized stripes of width
1.2′′ that are parallel to the solar limb and the linear polar-
ization within these stripes was averaged. The need for such
narrow stripes is heightened by the fact that the Q/I ampli-
tude also increases most rapidly close to the limb. The solar
limb was defined as the part of the image where the slope of
the intensity was steepest. Since the AO system was off, the
limb position changed in the field of view per wavelength posi-
tion and was therefore obtained for each wavelength position
separately.
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2.2. Spatially resolved Stokes measurements

2.2.1. Observations

Our spatially resolved Stokes measurements in the Sr I line were
performed on May 27 2014 between 11 and 13 UTC. The AO
was locked on a quiet Sun region at µ = 0.6 toward the north
solar limb. Our FOV is 20′′ by 20′′. Five wavelength positions
relative to 4607.3 Å ([−90, −60, 30, −30, 0] mÅ) were scanned.
The exposure time was 1.25 s per modulation state and wave-
length position for a single such scan, resulting in a total expo-
sure time of 5 s per wavelength position. A single scan over all
wavelengths required 32 s, implying a duty cycle of about 78%.
In total, ten such scans were obtained.

2.2.2. Data reduction

The basic data reduction, the demodulation and normalization of
the Stokes images were done as described in Sect. 2.1.2, includ-
ing the flat-fielding procedure. Because of this procedure, which
requires demodulation before flat-fielding, we were not able to
make use of image restoration techniques to further increase
the spatial resolution in the polarization Stokes images. From
the demodulation matrix, we obtain 95% total polarimetric effi-
ciency (del Toro Iniesta 2004). For each scan all frames at a
given wavelength position and modulation state were averaged.
We determined the orientation of our Stokes reference system
with respect to the solar limb by using a dataset acquired at
13 UTC in the Fe I 4607.6 Å line, where we observed a pore
region. We rotated our pore images by 10◦ anti-clockwise until
they matched SDO/HMI Stokes images of the same region in
both orientation and polarization, which for HMI are calibrated
to have Stokes +Q/I parallel to the north limb (Schou et al.
2012).

We heuristically corrected for cross-talk between V/I and
Q/I, and V/I and U/I by minimizing a small longitudinal Zee-
man signature at the edge of our FOV in U/I and Q/I, using a
Poincaré rotation, as in Sect. 2.1.2. The used angles were 17◦ and
41◦ for rotation around the Q axis and the U axis, respectively,
corresponding to cross-talk values of (29±2)% between Q/I and
V/I and (75 ± 1)% between U/I and V/I. For further analysis
of the scattering polarization, regions with a Zeeman signature
were excluded (see Fig. 1), which resulted in a region of interest
of 8′′ by 17′′. Our data suffered from variable seeing conditions.
For further analysis we therefore selected the first two scans with
stable AO locking. To increase the signal-to-noise ratio (S/N)
in the polarization signal while not degrading spatial resolution
significantly, we averaged both scans and applied a 2 × 2 spatial
binning. Consequently, in the following we analyze one image
per Stokes parameter and per wavelength position, where each
image has a sampling of 0.16′′ pixel−1 and 2.5 s exposure time.

3. Results

3.1. Center-to-limb variation of scattering polarization

Spatially averaged Sr I Stokes profiles for µ = 1.0, 0.6, 0.1 are
plotted in Fig. 2. Each data point in the polarimetric spectral pro-
files has a low photon noise level (i.e., σI/〈I〉 <0.02%) due to
the spatial averaging. For Stokes I, we additionally plot Fourier
Transform Spectrograph (FTS) atlas data by Neckel (1999) and
the Stokes IGan02 close to the limb at µ = 0.1 based on the atlas of
Gandorfer (2002), which has been provided in electronic form by
IRSOL as a compilation by Stenflo (2014). The line depth of the
Stokes IGan02 and the limb measurement are comparable, but for
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Fig. 1. Stokes I images for different wavelengths at µ = 0.6. The
region of interest for the analysis lies inside the red box, which excludes
Zeeman signatures found in the right corner. The north solar limb is par-
allel to the shorter axis of the red box. The image labeled with 30 mÅ
corresponds to the Sr I line core.

the FTS and our measured line at disk center there is a line depth
difference of about 10%. This is likely due to spectral scattered
light as well as lower spectral resolution of TESOS compared to
the FTS. While Stokes U/I and V/I show no systematic correla-
tion with limb distance within the spectral width of the scan in
Fig. 2, the Stokes Q/I peak signal systematically increases with
lower µ values, as expected.

We fitted a Gaussian function to the Q/I spectra for each
µ position separately, and plot amplitudes with respect to µ in
Fig. 3. For optimum fitting results the free parameters were not
constrained. The standard deviation of 0.03% for Q/I, U/I and
V/I in the spectral profile at µ = 1 is taken to be an esti-
mation of the noise level as no signal is expected. Amplitudes
were discarded if their ratio with the aforementioned noise level
were smaller than two. The low contrast of the intensity images
(<5%) justifies the use of a constant weighting factor corre-
sponding to the mean photon noise. The 95% confidence interval
for the amplitude is 0.2%. We find a maximum Q/I amplitude at
µ = 0.05 of more than 1%, which is in agreement with obser-
vations summarized by Malherbe et al. (2007). Values in the lit-
erature of the Q/I amplitude at this µ value range from 0.95%
(Faurobert et al. 2001) to 1.5% (Stenflo & Keller 1997), which
encompass our measured Q/I amplitude. In Fig. 3 we compare
our Q/I amplitudes for µ = 0.2, 0.4 and 0.8 with a range of values
obtained by Stenflo et al. (1997) with ZIMPOL and a stationary
polarimeter installed at IRSOL. Our amplitudes at these µ val-
ues are again consistent with the measurements in the literature.
Additionally, in Fig. 3, we present as a blind test the Q/I polar-
ization we found in the neighboring Fe I 4607.6 Å, averaged over
the spectral width of the measurement, because the Stokes Q/I is
flat. As Fe I is insensitive to scattering polarization, the polariza-
tion signals do not depend on the limb distance. For µ < 0.2 we
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−0.1

0.0

U
/
I

[%
]

−0.1 0.0
−0.1

0.0

V
/
I

[%
]

µ =1.0

µ =0.6

µ =0.1

FTS

Gand02

Fig. 2. Center-to-limb variation of the polarized profiles of the Sr I
4607.3 Å line, spatially averaged over one image per µ-value. To avoid
cluttering, only three out of the ten measured µ positions are displayed.
For comparison, the Stokes I profile given in the FTS atlas (black solid
line) and Stokes IGan02 taken from Gandorfer (2002; green dashed line)
is included. Each Stokes I spectrum is normalized to the continuum
point at −90 mÅ. Residual polarimetric offsets after flat-fielding are
removed by subtracting the value of Q/I, U/I and V/I at −90 mÅ from
the respective profiles at each wavelength position.

spatially averaged across a smaller spatial region. This results in
a higher noise level, which explains the higher scattering of the
Fe I data points below µ = 0.2.

3.2. Spatially resolved Stokes measurements

The Stokes I images at each recorded wavelength position in the
quiet Sun observation at µ = 0.6 are displayed in Fig. 1. Based
on the continuum Stokes I images at −90 mÅ, we obtained a
granulation intensity contrast of 2.5%. To obtain the noise level
for Stokes Q/I per pixel the spatial power spectrum of the asso-
ciated image is calculated. Based on the diffraction limit of the
telescope, the cut-off frequency was computed. The power con-
tained at spatial frequencies beyond the cut-off was assumed
to be representative for the photon noise level. We obtained a
noise level of 0.3% per pixel for Stokes Q/I, which is consis-
tent with the photon noise level estimated from Stokes I images.
We note that these images were averaged over two scans and
spatially binned as described in Sect. 2.2.2. At this noise level
of 0.3%, we do not find any direct visual evidence for spa-
tial signal fluctuations at sub-granular scales in any polarization
state.

The amount of the line core polarization signal in Stokes Q/I
is close to 0% in the granules, while for intergranules the values
are around 0.25%. The spatial mean of Stokes Q/I in the line core
is 0.1%, which is lower than what is shown in Fig. 2 for µ = 0.6
but close to the lower edge of the values found by Stenflo et al.
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Fig. 3. Stokes Q/I amplitude as a function of limb distance µ = cos(θ).
The Sr I data points represent the amplitude of a Gaussian fit to the
Q/I line, while the Fe I data points are spectrally and spatially averaged
values. We note that the scale is linear and that below µ = 0.2 less pixels
were averaged for each data point. The S/N beyond µ = 0.7 is below
two and therefore the fitted amplitudes are discarded. For comparison, a
range of Sr I polarization values obtained by ZIMPOL and a stationary
IRSOL polarimeter (magenta bars show the range of values) are taken
from Stenflo et al. (1997).

(1997). The origin of this discrepancy is unknown, but possible
spatial fluctuations should be unaffected by a shift of the mean
signal.

3.2.1. Correlations with the continuum intensity

To reveal correlations of polarimetric signals in the line core with
the continuum image intensity, scatter plots are shown in Fig. 4.
We find evidence that the Stokes Q/I image in the Sr I line core
is anti-correlated with the continuum intensity. To begin with,
the correlation is quantified by fitting a linear function to the
signals, estimating the slope and its standard error (67% confi-
dence interval). The values are given at the top of each panel
in Fig. 4. The hint of a correlation in Q/I arises from the com-
parison of the Q/I correlation in the line core with the correla-
tions in the continuum (shown in the left panels of Fig. 4) and
with U/I and V/I. The latter serve as references, as only photon
noise is present in these images (see Sect. 3.2.3). With −2.76
the slope of Q/I in the line core exceeds more than 18× its stan-
dard error and is higher than the slope in any other polariza-
tion state and in the continuum. Higher noise in the line core
due to fewer photons than in the continuum is represented by
the larger error of the slopes. The weights for the linear fit are
linked to the photon noise and assumed to be constant for each
data point over the field of view, since the intensity contrast is
low.

To show the robustness of the slope against selection bias,
we created random subsets with a quarter of the original sample
size. The error in the slopes are then 2× larger than in the full
data set. The slopes of the full data set are consistent with the
slopes of the subsets within the error margins. We calculated the
correlation coefficient for the Q/I case to be r = −0.17. The
correlation coefficients for the reference images are at least one
order of magnitude smaller, see Table 1 for a summary. A second
statistical test was carried out by calculating the probability for
observing a correlation coefficient as large or larger than |r| under
the (null) hypothesis that the parent population is uncorrelated.
We follow the method in Bevington & Robinson (2003) where
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Fig. 4. Polarization signals of Stokes Q/I, U/I and V/I in the Sr I
4607.3 Å line versus normalized Stokes I continuum intensity. Left pan-
els: polarization found in the continuum, right panels: polarization sig-
nals from the line core. Inserts display the function describing the linear
fit, with x as the normalized continuum intensity and y the polarization
percentage.

this two-sided probability p for N observations is given by

p(r,N) = 2

1∫
|r|

P(x,N)dx. (1)

We approximated the normalized probability density func-
tion P(r,N) for a correlation coefficient r for large N (i.e.,
N > 300) with

P(r,N) =
(1 − r2)(N−4)/2∫ 1

−1(1 − r′2)(N−4)/2dr′
. (2)

The calculated p-values for all polarimetric images are given
in Table 1. The null hypothesis is rejected if the p-value is
smaller than 0.001, which corresponds to a confidence level of
99.9%. We reject the null hypothesis of no correlation for Stokes
Q/I in the Sr I line core, as the two-sided p-value is negligible. A
small correlation is present for the Q/I continuum image, poten-
tially due to insufficient distance to the Sr I line core. However,
the condition p > 0.001 is fulfilled for the reference images.
This situation is maintained when the above mentioned random
subsets are analyzed. We are therefore confident that the anti-
correlation with r = −0.17 is statistically significant.

3.2.2. Doppler-shift induced horizontal signal fluctuations

To eliminate signal fluctuations resulting from Doppler shifts,
we fitted a Gaussian to the Stokes I spectrum in each spa-
tial pixel. From these fits we calculated a Doppler map, which
revealed a mean line core shift of 30 mÅ, while the stan-
dard deviation is smaller than our spectral resolution. Therefore

Table 1. Pearson’s correlation coefficients r and the probability p to
observe a value as large or larger than |r| for an uncorrelated population
with N = 6105.

Stokes Continuum Line core
r p r p

Q/I −0.07 <10−6 −0.17 <10−6

U/I 0.01 0.43 0.02 0.12
V/I 0.02 0.12 0.00 1.0

the line core signals are largely restricted to a single image,
labeled with 30 mÅ in Fig. 1. Thus we expect to see scat-
tering polarization signals mainly in the image taken at this
wavelength. In the continuum intensity image the dark inter-
granules and bright granules are distinguishable. Although we
refer in this paper to dark and bright features in the continuum
intensity as intergranules and granules, we emphasize that these
terms are ambiguous due to projection effects off the solar disk
center.

The contribution of Doppler-shift-induced fluctuations is on
the order of 0.03% or less. We estimated this upper limit with
a simple calculation using the Doppler map mentioned above.
The maximum calculated Doppler shift is 23 mÅ from the mean
line core shifts. The standard deviation is 16 mÅ. We initially
assumed the same Gaussian shaped Stokes Q/I spectral signal
in each spatial pixel located at the mean line core position of
the spatially resolved data set. Further, we assumed that the Q/I
amplitude in each spatial pixel equals 0.19%, this is, the aver-
age scattering Q/I signal from the center-to-limb measurement at
µ = 0.6. A shift of this initial Gaussian by the maximum Doppler
shift leads to a drop in the a signal of about 0.03%. Addition-
ally, the correlation between Doppler velocities and continuum
intensity is an order of magnitude smaller than between Stokes
Q/I and continuum intensity, which also indicates that the anti-
correlation between Q/I and continuum intensity is not an arti-
fact.

3.2.3. Cross-talk from Stokes I

We now describe a further test to show that although our Stokes
signals are photon noise limited, we still have a clear distinction
between Stokes Q/I signals in granules and intergranules. This
is an important test to rule out cross-talk from Stokes I to Stokes
Q/I as a source of correlation between them. As no polarization
is expected in the continuum, we fitted a Gaussian to the prob-
ability density function (see left panels of Fig. 5) to Stokes Q/I,
U/I and V/I at the continuum wavelength. To estimate the pho-
ton noise expected in the Sr I line core, where less photons are
available, the standard deviation of the fitted Gaussian from the
continuum was rescaled. The rescaling procedure was done by
calculating the parameters (i.e., the amplitude and standard devi-
ation) of the line core Gaussian with two constraints: the first is
the ratio of the line core intensity level to continuum intensity
level of 0.5 at µ = 0.6 (see right panel of Fig. 5) and the sec-
ond is that the area below the Gaussian must be unity to get a
probability density function.

Based on the continuum intensity image, we classified pixels
to granule pixels and intergranule pixels. In order to emphasize
the difference between them, we only analyzed a subset of all
pixels. Thus granule pixels correspond to the 1000 brightest pix-
els and intergranule pixels correspond to the 1000 darkest pixels.
Stokes signals corresponding to granules and intergranular lanes
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I inferred from that observed at the continuum wavelength in the var-
ious Stokes parameters (magenta dashed lines). The continuum image
is classified into granules and intergranules, for which we plotted the
Stokes signals separately. A shifted noise distribution (green dashed
line) is shown to match the Sr I line core Stokes Q/I signals in the inter-
granules.

are plotted in the right panels of Fig. 5. The signals in U/I and
V/I are noise dominated and the Gaussians for the intergranule
and granule pixels are indistinguishable. But for the Q/I signals
in the interganule pixels, we needed to shift the center of the
Gaussian in the right panel of Fig. 5 from 0% to 0.14%.

3.2.4. Influence of spatial resolution

To test if spatial resolution influences the sign of the line core
Q/I slope, we spatially smeared our data by convolving the line
core intensity and polarization images with Gaussians with stan-
dard deviations between 0.5 pixel and 8 pixels and redid the cor-
relation analysis. We find that the correlation decreases rapidly
with the amount of smearing, but does not change its sign. The
value of the slope of Q/I versus continuum intensity in the line
core when a Gaussian of a rms width of 8 pixels was applied
(sampling of 0.64′′ per smeared pixel) is reduced to 0.76. This is
close to the slope of Q/I in the continuum at the original spatial
resolution. Hence the difference in sign between our results and
those of Malherbe et al. (2007) cannot be due to differences in
spatial resolution.

3.2.5. Estimation of polarimetric structure size

We estimated from our line core Stokes Q/I image that the
approximate diameter of structures with scattering polarization
signals greater than the noise level is in the range of 0.5′′–1′′.
The estimation is based on a two-step analysis of the mean
polarization signal, its standard deviation and the expected noise

Fig. 6. Histograms of the average polarization in all subregions with
N pixels. The histograms are represented by gray vertical bars, where
black and white corresponds to 600 subregions and 0 subregions,
respectively. Black lines: expected noise levels for Q/I, U/I and V/I
when averaging over N pixels; magenta dots: standard deviation of the
histogram for each subregion; see text for details.

level in size-varying subregions in the image. We describe the
steps in more detail in the next paragraph.

In the first step, we defined a subregion in the image as a
circular area, having a radius R and containing N pixels, cen-
tered on a given pixel in the image. As all pixels were used once
as a central pixel, we had in total 6105 subregions per image,
independently of the subregion size N. A pixel belonged to a
given subregion if its Euclidean distance from the central pixel
was smaller than R. If a central pixel was closer to the image
boundary than R, the image was periodically continued. We then
varied R (∝

√
N) and computed the mean polarization signal for

each subregion. For each Stokes image and given N we deter-
mined the distribution of the number of subregions as a func-
tion of average polarization signal using a histogram with bin
size of 0.02%. In Fig. 6 these histograms are depicted as vertical
bars with a gray color scale. Black corresponds to 600 subre-
gions and white corresponds to 0 subregions displaying a par-
ticular Stokes signal. A Gaussian was fitted to each histogram
with the mean µ and the standard deviation σ as free parameters.
We plot µ ± σ(N) to each histogram. Additionally, we calcu-
lated the noise level based on the single pixel noise σn(N = 1)
present in each Stokes image (see Fig. 5). The noise level was
reduced according to the number of averaged pixels assuming
a shot noise process. According to this assumption, the noise
σn(N) = σn(1)/

√
N dropped with the square root of the num-

ber of pixels N in the subregion. The noise level µ ± σn(N) is
indicated in Fig. 6 as well.

For N = 1 the histograms are comparable to the right panel
of Fig. 5 and are in agreement with the noise level, as expected.
A minor offset in the mean of 0.01% in the U/I and 0.02% in
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Fig. 7. Absolute differences between the standard deviation σ(N)
obtained from the histograms and the expected noise σn(N) for all three
polarization Stokes parameters as a function of number of pixels per
subregion N (lower axis) and the subregion diameter (upper axis).

the V/I image may be due to residual cross-talk from instrument
polarization as explained in the earlier data reduction Sect. 2.2.2.

In a second step we considered the absolute differences of the
standard deviations of the histograms from the expected noise
level. In Fig. 7 we plot the absolute difference ∆ between the
standard deviation σ(N) and the expected noise σn(N). The dif-
ference for Q/I follows a decreasing trend for subregions with a
diameter greater than 0.8′′. This means that for subregion areas
greater than 0.8′′2 only noise is added. The opposite occurs for
∆U/I and ∆V/I . The differences increase for subregions with up to
N = 40 pixels. This increase is likely due to small Zeeman sig-
natures present in the data. The non-zero ∆ for greater N hints
toward Zeeman signatures at larger scales combined with resid-
ual cross-talk errors.

4. Discussion and conclusions

We performed scattering polarization measurements in the Sr
I 4607.3 Å line with the Fast Solar Polarimeter mounted on
TESOS at the VTT on Tenerife. To our knowledge, this is the
first time a measurement of the scattering polarization in the Sr
I line was done with a filtergraph instrument. In a first step, we
have tested the reliability of the FSP by comparing the spatially
averaged center-to-limb variation of the polarization signal in Sr
I with previous results obtained with other instruments. In addi-
tion we verified that the center-to-limb variation of Stokes Q/I
in the neighboring scattering-insensitive Fe I 4607.6 Å line is
indeed consistent with zero signal. In a second step we analyzed
a quiet Sun dataset in the Sr I line recorded at µ = 0.6 with
a spatial resolution sufficient to clearly separate granules and
intergranules in the Stokes I continuum image. After temporal
and spatial binning to a nominal resolution of 0.16′′ pixel−1 and

2.5 s integration time per wavelength and Stokes parameter, the
noise per pixel in the linear polarization is 0.3%. We find a neg-
ative correlation of r = −0.17 between Stokes Q/I in the line
core and the Stokes I continuum intensity. We rule out Doppler-
shift induced fluctuations as the source of this correlation. We
stress that our measurement is photon noise limited and seeing-
induced cross-talk can be ruled out. Despite the small value of
the correlation coefficient, our analysis shows statistically robust
evidence of an anti-correlation of Stokes Q/I with the continuum
intensity in the Sr I line core.

The negative correlation found here seemingly contradicts
the positive correlation reported by Malherbe et al. (2007) and
Bianda et al. (2018), both obtained by using a spectrograph and
at µ = 0.3, hence, closer to the solar limb. The correlation coef-
ficient by Bianda et al. (2018) is r = 0.19, which is close to
what has been found in this study, but with opposite sign. The
spatial resolution achieved by Malherbe et al. (2007) cannot be
better than the used slit width of 0.6′′. We speculate that the dif-
ference in sign of the correlation found by these authors com-
pared to that observed here could be due to the lower µ value at
which the measurements were made. The contrast and shape of
granulation and the sampled atmospheric height range changes
considerably with µ. This could lead to different signs of the cor-
relation between Stokes Q/I and continuum intensity. Results by
del Pino Alemán et al. (2018) suggest that the positive sign is an
artifact due to the reduced statistical significance arising from
using a spectrograph.

In order to uncover the cause of different dependences of
Stokes Q/I in the line core of Sr I on continuum brightness at
different µ values, both, lower noise, high resolution full Stokes
measurements and theoretical calculations of the spatial struc-
ture of Q/I in the Sr I line in realistic MHD simulations (Rempel
2014; Vögler & Schüssler 2007; del Pino Alemán et al. 2018) at
multiple µ values, are needed. From our measurements we fur-
thermore conclude that in order to spatially resolve polarimet-
ric signals the noise level needs to be significantly lower than
3 × 10−3.

The closest µ value to our observations at which Q/I images
are presented in the most detailed published theoretical study of
Sr I scattering polarization in 3D HD simulations is µ = 0.5
(Trujillo Bueno & Shchukina 2007). This polarization map with
infinite spectral and high spatial resolution contains patches of
polarization as large as 1%, with most of the signals varying
between 0% and 0.7%, in the case where horizontally fluc-
tuating microturbulent magnetic fields in the Hanle saturation
regime of B = 300 G in the downflowing intergranules and
B = 15 G in granules at all heights, are considered. In the
unmagnetized case, but with a degraded spectral resolution of
25 mÅ and spatial resolution corresponding to a 1 m telescope,
the signals vary between −0.08% and 0.9%. Patches of gran-
ular size with the above mentioned signal levels should be
detectable in our data, but are not directly seen. With a statis-
tical approach we estimated the sizes of the scattering polariza-
tion structures to be in the range between about 0.5′′–1′′. The
obtained size is on the order of the patch sizes of about 1′′
shown by Trujillo Bueno & Shchukina (2007). However, a more
definite conclusion requires that the simulations be degraded
to the same spatial resolution and scattered light conditions
as the observations. Nevertheless, finding larger polarization
signals in the intergranules is in qualitative agreement with
Trujillo Bueno & Shchukina (2007) and results from a recently
published paper by del Pino Alemán et al. (2018). They state
that scattering polarization emerges from local fluctuations of
the radiation field by plasma inhomogeneities, leading to axial
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symmetry breaking, even when observed at µ = 1. Polarization
is therefore predominantly found at the interface of granules and
intergranules, with a tendency for stronger polarization in inter-
granular lanes. Scatter plots provided by del Pino Alemán et al.
(2018) show a negative correlation, independent of the µ value
under consideration.

To conclude, in this work we have shown that instru-
ments like FSP are now starting to reach the required com-
bination of polarimetric sensitivity and spatio-temporal resolu-
tion to provide first observational feedback to theoretical stud-
ies of scattering polarization on small spatial scales. We have
presented full Stokes filtergraph observations at µ = 0.6 in
the Sr I 4607.3 Å line and analyzed the images statistically,
as the S/N was not sufficient to directly detect local fluc-
tuations in the solar scattering polarization signals at spatial
scales significantly below 1′′. From this analysis we found
an anti-correlation between the line core Stokes Q/I sig-
nals and the continuum intensity. We compared our findings
with published observations, which were carried out at µ =
0.3 and showed a positive correlation. We additionally com-
pared our result with 3D HD and MHD simulations, where
the latter showed a negative correlation independent of the µ
value.
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