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Table 1: Non-dimensional numbers.

Number Symbol Formular The Sun Earth Core

Ekman number E ν/Ωd 10−15 10−15

Taylor number Ta 4

E2 1031 1031

Rayleigh number Ra
GM⊙d4

νχR2

⊙

(

−

1

cP

dshs
dr

)

rm

1024 1027

Prandtl number Pr ν/χ 10−6 10−1

mag. Prandtl number PrM ν/η 10−3 10−6

Rossby number Ro u/Ωd 1 102

Coriolis number Co 2/Ro 1 10−2

Reynolds number Re u d/ν 1012 109

mag. Reynolds number ReM u d/η 109 105

Pecley number Pe u d/χ 106 108

1
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density contrast: 6x107 
temperature contrast: 600 
pressure contrast: 7x1010 

sound speed: 200 to 5 km/s 

pressure scale height:  
100 to 0.1 Mm 



6th of  November 2015 Stellar Dynamos, Dynamos in a Nutshell, MPS, Göttingen 6Hotta et al. 2014



6th of  November 2015 Stellar Dynamos, Dynamos in a Nutshell, MPS, Göttingen 7

Table 1: Non-dimensional numbers.

Number Symbol Formular The Sun Earth Core
Ekman number E ν/Ωd 10−15 10−15

Taylor number Ta 4

E2 1031 1031

Rayleigh number Ra GM⊙d4

νχR2

⊙

(

−

1

cP

dshs
dr

)

rm

1024 1027

Prandtl number Pr ν/χ 10−6 10−1

mag. Prandtl number PrM ν/η 10−3 10−6

Rossby number Ro u/Ωd 1 102

Coriolis number Co 2/Ro 1 10−2

Reynolds number Re u d/ν 1012 109

mag. Reynolds number ReM u d/η 109 105

Pecley number Pe u d/χ 106 108

Table 2: numbers II.

Number Symbol The Sun [bot] The Sun [top]
turnover time τ months mins
velocity u 1 km/s 0.1 km/s
pressure scale height Hp 100 Mm 0.1 Mm

Ekman number E 10−16 10−12

Taylor number Ta 1032 1024

Rayleigh number Ra 1024 1025

Prandtl number Pr 10−3 10−10

mag. Prandtl number PrM 1 10−7

Rossby number Ro 1 103

Coriolis number Co 1 10−3

Reynolds number Re 1013 1010

mag. Reynolds number ReM 1010 106

Pecley number Pe 103 107
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Jörn Warnecke: Magnetic field generation in the Sun

To reach this goal, the research project is divided into three main tasks that provide a step-by-step approach to
clarify, the role of large-scale convective velocities for magnetic field generation in the Sun:

A Investigate the effect of different velocity scales and distributions on magnetic field generation.

B Quantify the magnetic field generation in terms of turbulent transport coefficients.

C Alter the velocity spectrum in global simulations to produce solar-like magnetic field generation.

As a first step (Task A) it is important to understand how different velocity scales affect the magnetic field genera-
tion. Therefore, I will investigate this connection isolated in a detailed study. As a second step (Task B), I will relate
this study to global magnetic field generation in the Sun. An obvious approach is to quantify it in terms of transport
coefficients, which provide a simple and intuitive way to describe the global magnetic generation and evolution. As
a third step (Task C), I will modify the global convection simulation in such a way, that they reproduce a solar-like
velocity spectrum. In this study I will also focus on the global magnetic field generation and evolution, however in
contrast to Task B these simulations solve for turbulent convection directly; no contributions of turbulent effects are
parameterized. This is a more self-consistent approach and will reveal in particular non-linear effects influencing
the magnetic field generation.

Figure 2: Global convection simulations in a spherical shell
with differential rotation. The radial velocities at the surface
and at the bottom of the convection zone are shown in shades
of red on two spherical shells. The meridional cut shows the
mean differential rotation profile. The magnetic field genera-
tion in this simulation is driven by self-consistent convection
[14]. The background illustrates the appearance of the solar
corona (NASA/SDO/AIA).

Task A: Velocity scales and magnetic field generation
The aim of this task is to investigate, how the magnetic field
generation dependents on velocity scales. To isolate the effect
of the different velocity scales, I will conduct a series of sim-
plified simulations of stratified turbulence. The turbulent con-
vective motions are mimicked by inducing turbulence through
transverse helical waves around a certain wavenumber. This
allows me to control precisely the scale on which the turbu-
lence is excited. I have used this technique in a similar setup
before to generate magnetic fields [15]. In this study, I will
be able to relate the scale and structure of the generated mag-
netic field to the scale of turbulence. As a next step, I will
modify the scale on which the turbulence is excited to height-
and scale-dependent velocity spectra. So, the turbulence is
excited not only at one scale in the entire simulation domain,
it is excited at different scales at various depths, mimicking
the complex velocity spectrum of convection. As a last step,
I will use this technique to compare magnetic field generation
driven by a velocity spectrum inferred from mixing-length the-
ory with one driven by a velocity spectrum inferred from solar
observations. This will lead to a better understanding of what
magnetic field structures and scales are excited due to the solar
velocity spectrum.

Task B: Turbulent transport coefficients
The aim of this task is to quantify the results of the simulations conducted in Task B in terms of turbulent transport
coefficients. These transport coefficients belong to a successful theory to describe the magnetic field generation
[16]. They contain properties of turbulent velocity field, i.e. the kinetic helicity, which is the dot product of the
velocity with its curl, the vorticity. Each of these transport coefficients express a physical process in the evolution
of the magnetic field and is therefore important. Only with deduction of transport coefficients a fundamental un-
derstanding of the magnetic field generation can be achieved. I will use the test-field method to calculated these
coefficients [17]. In this method the numerical simulations solve for extra magnetic test fields, which passively
interact with the other quantities in the simulations. Then from the structure and values of these test fields I can
obtain transport coefficients in a system of linear equations. This method has been used for various numerical sim-
ulations and is well established [18]. With the deduced transport coefficients I will run simplified two-dimensional

3
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The Pencil Code
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Turbulence and planet formation

Anders Johansen (Lund Observatory)

Opening Symposium

“Astrophysical Flow Instabilities and Turbulence”

Göttingen, February 2012

Anders Johansen Turbulence and planet formation

Planet formation

Large-scale dynamosFlux concentrations

Coronal ejection



6th of  November 2015 Stellar Dynamos, Dynamos in a Nutshell, MPS, Göttingen 12

⇥A

⇥t
= u⇥B + �r2A

D ln �

Dt
= �⇥ · u

Du

Dt
= g � 2�0 ⇥ u+

1

⇥
(J ⇥B �⇤p+⇤ · 2�⇥S)

T
Ds

Dt
=

1

⇤
⇥ · (K⇥T + ⌅t⇤T⇥s) + 2⇥S2 +

µ
0

�

⇤
J2 � �

cool

(r),

Global convective dynamo simulations

• high-order finite-difference code 
• scales up efficiently to over 60.000 cores 
• compressible MHD

https://github.com/pencil-code/pencil-code/

https://github.com/pencil-code/pencil-code/
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Global convective dynamo simulations

Wedge geometry

We model a spherical sector (`wedge’) where only parts of the latitudinal 
and longitudinal extents are taken into account.

Normal field condition for B at the outer radial boundary and perfect 
conductor at all other boundaries. Impenetrable stress-free boundaries on 
all boundaries. 

Käpylä et al. (2010b), Astron. Nachr., 331, 73

Differential rotation and magnetism across the HR diagram, Stockholm, 11th Apr 2013

Mitra et al. (2009), Astrophys. J., 697, 923
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A Investigate the effect of different velocity scales and distributions on magnetic field generation.

B Quantify the magnetic field generation in terms of turbulent transport coefficients.

C Alter the velocity spectrum in global simulations to produce solar-like magnetic field generation.
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velocity spectrum. In this study I will also focus on the global magnetic field generation and evolution, however in
contrast to Task B these simulations solve for turbulent convection directly; no contributions of turbulent effects are
parameterized. This is a more self-consistent approach and will reveal in particular non-linear effects influencing
the magnetic field generation.
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with differential rotation. The radial velocities at the surface
and at the bottom of the convection zone are shown in shades
of red on two spherical shells. The meridional cut shows the
mean differential rotation profile. The magnetic field genera-
tion in this simulation is driven by self-consistent convection
[14]. The background illustrates the appearance of the solar
corona (NASA/SDO/AIA).
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of the different velocity scales, I will conduct a series of sim-
plified simulations of stratified turbulence. The turbulent con-
vective motions are mimicked by inducing turbulence through
transverse helical waves around a certain wavenumber. This
allows me to control precisely the scale on which the turbu-
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be able to relate the scale and structure of the generated mag-
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modify the scale on which the turbulence is excited to height-
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excited not only at one scale in the entire simulation domain,
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driven by a velocity spectrum inferred from mixing-length the-
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magnetic field structures and scales are excited due to the solar
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[16]. They contain properties of turbulent velocity field, i.e. the kinetic helicity, which is the dot product of the
velocity with its curl, the vorticity. Each of these transport coefficients express a physical process in the evolution
of the magnetic field and is therefore important. Only with deduction of transport coefficients a fundamental un-
derstanding of the magnetic field generation can be achieved. I will use the test-field method to calculated these
coefficients [17]. In this method the numerical simulations solve for extra magnetic test fields, which passively
interact with the other quantities in the simulations. Then from the structure and values of these test fields I can
obtain transport coefficients in a system of linear equations. This method has been used for various numerical sim-
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Initial conditions
The Astrophysical Journal, 778:41 (18pp), 2013 November 20 Käpylä et al.

Figure 2. Luminosity of the energy fluxes from Run E4: radiative conduction
(thin solid line), enthalpy (dashed), kinetic energy (dot-dashed), and unresolved
subgrid scale (dotted) fluxes. The thick solid line is the sum of all contributions.
The two dashed red lines indicate the zero and unity lines.
(A color version of this figure is available in the online journal.)

of Co and Re. The hydrodynamic progenitors of the Runs B1,
C1, and D1 correspond to Runs A4, B4, and C4, respectively,
from Käpylä et al. (2011a). The rest of the simulations were run
from the initial conditions described in Section 2.1.

Earlier studies applying fully spherical simulations have
shown that organized large-scale magnetic fields appear pro-
vided the rotation of the star is rapid enough (Brown et al. 2010)
and that at even higher rotation rates, cyclic solutions with pole-
ward migration of the activity belts are obtained (Brown et al.
2011). A similar transition has been observed in the spherical
wedge models of Käpylä et al. (2010b, 2012). However, in the
former case the oscillatory mode showed poleward migration,
whereas in the latter an equatorward branch appears near the
equator. Furthermore, in these runs the dynamo mode changes
from one showing a high frequency cycle with poleward mi-
gration near the equator to another mode with lower frequency
and equatorward migration when the magnetic field becomes
dynamically important.

There are several differences between the models of Käpylä
et al. (2010b) and Käpylä et al. (2012): the amount of density
stratification (a density contrast of 3 in comparison to 30), the
efficiency of convective energy transport (20% versus close to
100% in the majority of the domain achieved by the use of χSGS;
see also Figure 2), and the top boundary condition for entropy
(constant temperature versus black body radiation). Here we
concentrate on studying the influence of the density stratification
on models similar to those presented in Käpylä et al. (2012).

3.1. Thermal Boundary Effects and Energy Balance

In Käpylä et al. (2011a) we started to apply the blackbody
boundary condition, Equation (13), that has previously been
used in mean-field models with thermodynamics (Rüdiger
1989; Brandenburg et al. 1992; Kitchatinov & Mazur 2000).
Instead of using the physical value for the Stefan–Boltzmann
constant, we estimate the value of σ so that the flux at the
upper boundary is approximately that needed to transport the
total luminosity of the star through the surface; see Table 1.
However, the final thermally relaxed state of the simulation
can significantly deviate from the initial state. In combination
with the nonlinearity of Equation (13), the final stratification is
usually somewhat different from the initial one; see Figure 3
for an illustrative example from Run C1. The final density

Figure 3. Initial (solid lines) and saturated (dashed) radial profiles of temperature
T, density ρ, and pressure p, normalized by their respective values at the bottom
of the domain (indicated by the subscript zero) from Run C1. The inset shows
the specific entropy s/cP from the same run.

stratification in this case is around 22, down from 30 in the
initial state.

The main advantage of the blackbody condition is that it
allows the temperature at the surface more freedom than in our
previous models where a constant temperature was imposed
(Käpylä et al. 2010b, 2011b). In particular, as the temperature
is allowed to vary at the surface, this can be used as a diagnostic
for possible irradiance variations. These issues are discussed
further in Section 3.8.

Considering the energy balance, we show the averaged radial
energy fluxes for Run E4 in Figure 2. We find that the simulation
is thermally relaxed and that the total luminosity is close to the
input luminosity, i.e., Ltot − L0 ≈ 0. The fluxes are defined as:

Frad = −K⟨∇rT ⟩, (26)

Fconv = cP⟨(ρur )′T ′⟩, (27)

Fkin = 1
2
⟨ρur u2⟩, (28)

Fvisc = −2ν ⟨ρuiSir⟩ , (29)

Fturb = −χSGS⟨ρT ∇r s⟩, (30)

FPoyn = ⟨EθBφ − EφBθ ⟩/µ0, (31)

where E = ηµ0 J − u × B, the primes denote fluctuations,
and angle brackets abbreviate ⟨·⟩θ,φ,t . The radiative flux carries
energy into the convection zone and drops steeply as a function
of radius so that it contributes only a few percent in the
middle of the convection zone. The resolved convection is
responsible for transporting the energy through the majority
of the layer, whereas the unresolved turbulent transport carries
energy through the outer surface. The viscous and Poynting
fluxes are much smaller and are thus omitted in this figure. The
flux of kinetic energy is also very small in the rapid rotation
regime considered here (see also Augustson et al. 2012).
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Characterization of  the model
The Astrophysical Journal, 778:41 (18pp), 2013 November 20 Käpylä et al.

Figure 2. Luminosity of the energy fluxes from Run E4: radiative conduction
(thin solid line), enthalpy (dashed), kinetic energy (dot-dashed), and unresolved
subgrid scale (dotted) fluxes. The thick solid line is the sum of all contributions.
The two dashed red lines indicate the zero and unity lines.
(A color version of this figure is available in the online journal.)

of Co and Re. The hydrodynamic progenitors of the Runs B1,
C1, and D1 correspond to Runs A4, B4, and C4, respectively,
from Käpylä et al. (2011a). The rest of the simulations were run
from the initial conditions described in Section 2.1.

Earlier studies applying fully spherical simulations have
shown that organized large-scale magnetic fields appear pro-
vided the rotation of the star is rapid enough (Brown et al. 2010)
and that at even higher rotation rates, cyclic solutions with pole-
ward migration of the activity belts are obtained (Brown et al.
2011). A similar transition has been observed in the spherical
wedge models of Käpylä et al. (2010b, 2012). However, in the
former case the oscillatory mode showed poleward migration,
whereas in the latter an equatorward branch appears near the
equator. Furthermore, in these runs the dynamo mode changes
from one showing a high frequency cycle with poleward mi-
gration near the equator to another mode with lower frequency
and equatorward migration when the magnetic field becomes
dynamically important.

There are several differences between the models of Käpylä
et al. (2010b) and Käpylä et al. (2012): the amount of density
stratification (a density contrast of 3 in comparison to 30), the
efficiency of convective energy transport (20% versus close to
100% in the majority of the domain achieved by the use of χSGS;
see also Figure 2), and the top boundary condition for entropy
(constant temperature versus black body radiation). Here we
concentrate on studying the influence of the density stratification
on models similar to those presented in Käpylä et al. (2012).

3.1. Thermal Boundary Effects and Energy Balance

In Käpylä et al. (2011a) we started to apply the blackbody
boundary condition, Equation (13), that has previously been
used in mean-field models with thermodynamics (Rüdiger
1989; Brandenburg et al. 1992; Kitchatinov & Mazur 2000).
Instead of using the physical value for the Stefan–Boltzmann
constant, we estimate the value of σ so that the flux at the
upper boundary is approximately that needed to transport the
total luminosity of the star through the surface; see Table 1.
However, the final thermally relaxed state of the simulation
can significantly deviate from the initial state. In combination
with the nonlinearity of Equation (13), the final stratification is
usually somewhat different from the initial one; see Figure 3
for an illustrative example from Run C1. The final density

Figure 3. Initial (solid lines) and saturated (dashed) radial profiles of temperature
T, density ρ, and pressure p, normalized by their respective values at the bottom
of the domain (indicated by the subscript zero) from Run C1. The inset shows
the specific entropy s/cP from the same run.

stratification in this case is around 22, down from 30 in the
initial state.

The main advantage of the blackbody condition is that it
allows the temperature at the surface more freedom than in our
previous models where a constant temperature was imposed
(Käpylä et al. 2010b, 2011b). In particular, as the temperature
is allowed to vary at the surface, this can be used as a diagnostic
for possible irradiance variations. These issues are discussed
further in Section 3.8.

Considering the energy balance, we show the averaged radial
energy fluxes for Run E4 in Figure 2. We find that the simulation
is thermally relaxed and that the total luminosity is close to the
input luminosity, i.e., Ltot − L0 ≈ 0. The fluxes are defined as:

Frad = −K⟨∇rT ⟩, (26)

Fconv = cP⟨(ρur )′T ′⟩, (27)

Fkin = 1
2
⟨ρur u2⟩, (28)

Fvisc = −2ν ⟨ρuiSir⟩ , (29)

Fturb = −χSGS⟨ρT ∇r s⟩, (30)

FPoyn = ⟨EθBφ − EφBθ ⟩/µ0, (31)

where E = ηµ0 J − u × B, the primes denote fluctuations,
and angle brackets abbreviate ⟨·⟩θ,φ,t . The radiative flux carries
energy into the convection zone and drops steeply as a function
of radius so that it contributes only a few percent in the
middle of the convection zone. The resolved convection is
responsible for transporting the energy through the majority
of the layer, whereas the unresolved turbulent transport carries
energy through the outer surface. The viscous and Poynting
fluxes are much smaller and are thus omitted in this figure. The
flux of kinetic energy is also very small in the rapid rotation
regime considered here (see also Augustson et al. 2012).
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Solar Cycle
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FIG. 3.— Same as Fig. 1 but for Runs C1 (top panel) and C2 (bottom). Note
the difference in cycle frequency between early times when the frequency is
similar to that of Run B2 (Fig. 2) and late times.

FIG. 4.— Same as Fig. 1 but for Runs D1 (top panel) and D2 (bottom).
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Equatorward Migration I
Dynamo cycles from simulations VI

Differential rotation and magnetism across the HR diagram, Stockholm, 11th Apr 2013

Multi-cell circulation, cycles appear in the nonlinear regime, magnetic fields 
appear to be generated in the whole convection zone.
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Electromotive force
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Mean field models

Figure 4.1: Butterfly diagram of mean azimuthal magnetic field Bphi plotted
over resistive time t/t and latitude q near the surface of the convection zone
r = 0.99R� for a mean-field a-W dynamo model (from ?).

a technique like the test-field method (?).
One issue for mean-field models is the implementation of the magnetic

backreaction on the flow. In many models the Lorentz force in the momentum
equation is either ignored (kinematic) or the time evolution of the fluid is not
even solved and instead the flow field prescribed and used in the mean induc-
tion equation (see e.g. ??). Other models use algebraic quenching formulae
for a , as in ?

a =
a0

1+BBB
2
/B2

eq

, (4.1)

which is the same as neglecting the mean helicity flux and the mean current
density (——— ·FFF f

h = JJJ = 0) in Eq. (??), or solve an explicit evolution equation for
a as Eq. (??). In general, models where the meridional circulation is able to
transport the flux and is dominant over the turbulent diffusion are often called
flux-transport dynamo models, when the toroidal magnetic field is produced
at the bottom of the convection zone and leads to equatorward migration of
mean magnetic field at the surface (see e.g. ?). Most of the models solve the
equations of the a-W-dynamo model, where the differential rotation obtained
by helioseismology enters as an input parameter. Mean-field models were able
to reproduce successfully many observed features, as in ?, ?, ?, ?, and ?.

Transition between the differential rotation in the convection zone to the
rigid rotation in the core leads to a region of strong shear below the convec-

39

Käpylä et al. 2006 

The Astrophysical Journal, 782:93 (12pp), 2014 February 20 Hazra, Karak, & Choudhuri

(a)

(b)

Figure 7. (a) and (b) are the same plots as (c) and (d) in Figure 1 for the
meridional circulation given in Figure 6(a).
(A color version of this figure is available in the online journal.)

(a)

(b)

Figure 8. Same as Figure 7, for the meridional circulation given in Figure 6(b).
(A color version of this figure is available in the online journal.)

solar-like butterfly diagrams even with this flow. It should be
noted that the lowermost cell in Figure 6(a) from the equator
does not go all the way to the pole, but the cell ends at some high
latitude. This cell has to extend sufficiently to reasonably high
latitudes in order to give a solar-like butterfly diagram. If the
cell does not extend beyond mid-latitudes, then we are unable
to get very solar-like butterfly diagrams. In Figure 6(b) we show
a meridional circulation with the lower cell not extending to
high latitudes and the results are presented in Figure 8. We
see that the butterfly diagram is much less realistic compared
to the butterfly diagram presented in Figure 7. It is clear from
Figures 7 and 8 that a solar-like butterfly diagram requires an
equatorward flow at the bottom of the convection zone having
a sufficient latitudinal extent from the equator to a reasonably
high latitude.

5. RESULTS FOR LOW DIFFUSIVITY
VERSUS HIGH DIFFUSIVITY

We have pointed out that the nature of the dynamo depends
quite a bit on whether the turbulent diffusivity within the
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Figure 9. Plots of ηp(r) and ηt (r) as given by Equations (13) and (14). For the
low diffusivity case we take ηp = ηt .
(A color version of this figure is available in the online journal.)

convection zone is assumed to be high or low (Jiang et al. 2007;
Yeates et al. 2008; Hotta & Yokoyama 2010; Karak 2010; Karak
& Choudhuri 2011). So far all the calculations in this paper
have been carried out with a diffusivity on the higher side. With
such diffusivity, the poloidal field generated near the surface by
the Babcock–Leighton mechanism reaches the bottom of the
convection zone primarily due to diffusion and this process is
not affected by the presence of multiple cells. However, when
the diffusivity is low, it is the meridional circulation that has to
transport the poloidal field from the surface to the bottom of the
convection zone and such transport becomes more complicated
when there are multiple cells. Now we come to the question of
whether our main conclusion in the previous two sections holds
when the diffusivity is low. Following Chatterjee et al. (2004),
we specify the diffusivity for the high diffusivity case in the
following way:

ηp(r) = ηRZ +
ηSCZ

2

[
1 + erf

(
r − 0.7 R⊙

0.03 R⊙

)]
, (13)

ηt (r) = ηRZ +
ηSCZ1

2

[
1 + erf

(
r − 0.725 R⊙

0.03 R⊙

)]

+
ηSCZ

2

[
1 + erf

(
r − 0.975 R⊙

0.03 R⊙

)]
, (14)

Here ηRZ is the diffusivity below the bottom of the convection
zone, which is assumed to be small, whereas ηSCZ and ηSCZ1
are the diffusivities of the poloidal and the toroidal components,
respectively, within the body of the convection zone. Because
the toroidal magnetic field is believed to be much stronger than
the poloidal magnetic field, the diffusivity ηSCZ1 of the toroidal
field is assumed to be less than the diffusivity ηSCZ of the
poloidal field. For the high diffusivity case (i.e., all the results
presented in Sections 3 and 4), the values of the parameters for
ηp are ηRZ = 2.2 × 108 cm2 s−1, ηSCZ = 2.2 × 1012 cm2 s−1,
and for ηt are ηSCZ1 = 4.0 × 1010 cm2 s−1. Figure 9 shows
these diffusivities as functions of r, which have been used in
the calculations of Sections 3 and 4. Our aim in this section is
to study the case when the diffusivity of the poloidal field is
less. To achieve this, we take both ηp and ηt to be equal to ηt in
the high diffusivity case, as given by Equation (14). This means

7
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Fig. 1. Time-averaged components of α and γ for Runs I. All values are
normalized by α0 = u′rms/3.

density resulting in J ′ · B′ being the small-scale current helic-
ity and ρ is the mean density. For a direct comparison we plot
the latitudinal profiles of the diagonal components of α together
with αK and αK+αM in Figure 2. αrr is by far the strongest of
all components of α, in particular in equatorial concentration
near the surface. The same has been found previously for Carte-
sian shear flows using both multidimensional regression meth-
ods (Brandenburg & Sokoloff 2002; Kowal et al. 2006) as well as
the test-field method (Brandenburg 2005). Inn the middle of the
convection zone αrr is much weaker than above and below; but
the values are still strong compared to the other components of
α. The latitudinal dependency shows higher values at the lower
latitudes and much weaker values at higher latitudes. The coef-
ficient αθθ is respectively around 6 and 2 times weaker than αrr

and αφφ and shows multiple sign reversals on cylindrical con-

Fig. 2. Time-averaged components of αii, αK, αK+αM together with par-
ity P of αrr, see Equation (6) over latitude (90◦ -θ) in the northern hemi-
sphere of Runs I and for three different radii: r = 0.98 R (black lines),
r = 0.84 R (red), r = 0.72 R (blue). The dashed lines in forth panel in-
dicates the sum of αK and αM. We over plot in the upper panel 2 cos(θ)
and 2 cos2(θ) with a purple dashed and dotted-dashed line. All values
are normalized by α0 = u′rms/3.

tours. A region of negative (positive) αθθ in the northern (south-
ern) hemisphere coincides with a local minimum of the local
rotation rate Ω = Ω0 + uφ/r sin θ as in seen in Figure 3 of War-
necke et al. (2014) and maximum of negative shear, see upper
left panel of Figure 4. Next, αφφ shows concentrations at low
and high latitudes near the surface, but also from inside the tan-
gent cylinder, where the sign is reversed. The sign reversals with
depth is most pronounced in αφφ, but also visible in αθθ. The
meridional profile of αφφ is overall similar to αK, even though
the strength is around 4 times smaller, see also Figure 11 and
the related discussion in Section 4.7. The latitudinal of αφφ as
well as of αK as indicated in Figure 2 does not follow a typi-
cal cosine or cosine squared distribution as found by e.g. Käpylä
et al. (2006) for moderate rotation. However, beside the lower
amplitude, αφφ follow roughly the latitudinal dependency of αK.
Therefore, the main reason for mismatch of αφφ with a cosine de-
pendency seems to be due to the mismatch of the kinetic helicity
(at surface) between our simulation and the Sun.

The non-diagonal components of α have similar strengths
than αθθ and therefor significant weaker than αrr and αφφ. Among
the three off-diagonal components, αrθ and αθφ have a simi-
lar meridional symmetric profile with mostly positive values in
the upper 75% of the convection zone, in particular below mid-
latitudes. Finally, αrφ is with its anti-symmetric profile similar to
αθθ, but the sign reversal in the region of minimum Ω is more
pronounced and at high latitudes the sign is the opposite.

Already by eye inspection suggest, that the components of α
are fully symmetric or anti-symmetric, respectively. However, to
study the symmetry properties of the components, we define the
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Fig. 4. The dominant effects in the mean magnetic field evolution calculated for Run I. Top row from left to right: Ω effect r sin θ Bpol ·∇Ω, toroidal
α effect [∇ × α · B]φ, toroidal turbulent diffusion [∇ × β · (∇ × B)]φ, mean radial and latitudinal magnetic field Br, Bθ. White: Field lines of mean
poloidal field Bpol. Bottom row: from left to right: radial α effect [∇ × α · B]r, latitudinal α effect [∇ × α · B]θ, the radial and latitudinal turbulent
diffusion [∇×β · (∇×B)]r, [∇×β · (∇× B)]θ and mean toroidal magnetic field Bφ. The effects are computed for the maximum of a typical positive
magnetic cycle, see Section 4.2.

row of Figures 2 and 13 and the discussion in Warnecke et al.
(2014). In particular, αrr and αφφ are strongly enhanced in this
region. A suppression, which coincides with regions of strong
magnetic field, can only be seen in high latitudes, in particular
in αθθ and αφφ. This behavior can also be seen in the latitudinal
cut at 30◦ of Figure 12, where αK and αφφ are enhanced for the
MHD cases. The strongest contribution of the α effect are at mid
latitudes, where also the Ω effect is operating. Notable is that
the radial α effect generated strong radial magnetic field with
opposite sign in close proximity.

A remarkable observation can be made with respect to the
periodicities in the coefficient variations: While many of them
show half the period of the magnetic cycle almost everywhere
in the θ − φ plane, in particular α′θθ and α′φφ exhibit this feature
only at mid-to-high latitudes, θ < 30◦, while at low latitudes
we see just the magnetic cycle period itself. This seems to con-
tradict the quadratic nature of the Lorentz force, but one has to
take into account the possibility of a primary magnetic turbu-
lence (see Section ??): It would cause fluctuating Lorentz force
contributions of the form curl B × B′0 and curl B′0 × B which in
turn give rise to velocity fluctuations linear instead of quadratic
in B and contributions to the mean EMF quadratic instead of cu-
bic. Finally, contributions to the transport coefficients which are
again linear in B are obtained. Thus the missing of the double-
frequency signal near the equator is most likely due to relatively
strong small-scale dynamo action in this region.

4.4. Turbulent pumping advects the magnetic field

The turbulent pumping γ has peak values of 10% of the turbu-
lent velocities u′rms. Furthermore, it is interesting to note that γr

is weakly negative only outside the inner tangent cylinder, but
positive inside, except at high latitudes in the middle of the con-
vection zone. This is surprising and not currently understood.
Additionally, there exists also a small region near the equator
close to the surface with positive values. Note also that γθ is
anti-symmetric with respect to the equator, whereas γr and γφ
are symmetric. In the northern hemisphere, γθ is negative in the
upper part of the convection zone, corresponding to poleward
pumping of magnetic field, and positive at the bottom of the con-
vection, corresponding to equatorward pumping. This behavior
would have the same effect on the transport of magnetic field as
the poleward flow in the upper part of the convection zone and
an equatorward flow in the lower part of the convection zone as
in a single cell counter-clockwise meridional circulation. Such
meridional circulation is the outcome of theoretical MHD mean-
field models of solar differential rotation (e.g. Kitchatinov &
Rüdiger 1995, 2005) and is widely invoked as a necessary in-
gredient to transporting the mean toroidal magnetic field equa-
torward in the so-called flux-transport dynamo models (e.g. Dik-
pati & Charbonneau 1999; Karak et al. 2014). However, a single
cell meridional circulation in the Sun is currently challenged by
helioseismology (e.g. Zhao et al. 2013; Schad et al. 2013). Com-
paring the values of γθ with the actual meridional circulation of
Run I, the values are comparable, see e.g. Figure 9 of Warnecke
et al. (2015). This means that the advection of magnetic field
in our simulations is equally strongly affected by the turbulent
pumping and the meridional flow.

The strength of turbulent pumping depends on the compo-
nents of the magnetic field. Following Kichatinov (1991), Os-
sendrijver et al. (2002) and Käpylä et al. (2006), the off-diagonal
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Fig. 9. X-ray to bolometric luminosity ratio vs. empirical Rossby num-
ber for all the stars in our sample. The meaning of the symbols is the
same as in Fig. 3.

It is to be mentioned, however, that the adopted procedure
does not permit to determine absolute values of ⌧e, but only the
functional dependence of such an empirical time scale on the
stellar mass; the function ⌧e must be properly scaled in order to
be compared with other empirical or model-derived convective
turnover times. The value of ⌧e listed in Table 3 for each mass
range was obtained by applying a constant scaling factor such
that the value of ⌧e for solar-mass stars matches the Noyes’s
semi-empirical prediction of the convective turnover time of
the Sun. The relationship between this ⌧e and the stellar mass
has been used to calculate the values of Re plotted in Fig. 9.

In Fig. 10 we show a comparison between the func-
tion ⌧e(M) and the theoretical convective turnover time, ⌧c, de-
rived from two stellar structure models, the model by Kim &
Demarque (1996) and the more recent model by Ventura et al.
(1998). The latter was employed for the computation of the
characteristic turnover time also for stars with M < 0.5 M�, in-
cluding fully-convective stars with M/M� = 0.3 and M/M� =
0.2. Both models give a global estimate of this time scale
by integrating over the whole convective region. For ease of
comparison the function ⌧e(M) in Fig. 10 is scaled in such a
way that our empirical time scale for a solar-mass star coin-
cides with the theoretical convective time predicted by Ventura
et al. (1998). We find that the empirically X-ray-derived func-
tion ⌧e follows ⌧c for stars in the mass range 0.6–1.2; for lower-
mass stars, the empirical timescale is still in agreement with
the model convective time, even if the paucity of stars with
Prot > 10 days makes the comparison particularly critical.

In order to compare our empirical time scale with the val-
ues computed with the Noyes et al. (1984) formula, we have
completed our analysis by deriving ⌧e also as a function of the
B�V color, using the results reported in Sect. 3.3. In Fig. 11 we
have plotted the Noyes function and our empirical ⌧e(B � V),
properly scaled as in Table 3. The two formulations are very
similar for 0.5 < B�V < 1.0, and our data confirm the Noyes’s
prediction also in the B � V range 1.0–1.4, where the Noyes

Fig. 10. Comparison between our empirically-determined ⌧e (aster-
isks), and theoretical predictions by Kim & Demarque (dash-dotted
line) and by Ventura et al. (1998) (dashed line). Horizontal lines cover
the mass ranges considered, while the asterisks are placed at the me-
dian of the masses of the corresponding bin.

Fig. 11. Comparison between empirically-determined ⌧e (asterisks),
scaled L

�1/2
bol (squares), and the Noyes et al. (1984) semi-empirical for-

mulation (thin solid and dashed line).

study was based on the data of 5 stars only (dashed line in
Fig. 11). For B�V > 1.4 we find an indication of increasing ⌧e
as already seen in Fig. 10 for stars with M < 0.5 M�.

4.2. Alternative interpretation of the empirical Rossby
number

In Sect. 3.2 we have already demonstrated that a single power-
law provides a good mass-independent description of the Lx vs.
Prot relationship, for non-saturated stars. Does the Lx/Lbol vs.
Re relationship represent a real improvement?

The scaling:

Lx )
Lx

Lbol
(4)
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Fig. 2.—Sketch of evolutionary tracks in a vs. diagram; the0q /Q AR Scyc HK
approximate stellar age t (Donahue 1993) is given at top. As stars age, their
value of eventually jumps up onto the upper branch. The location ofq /Qcyc
this jump may depend on , as indicated; the position of the jump cor-B2 V
responds to the approximate location of the Vaughan-Preston gap. The arrows
indicate the directions in which B and a increase.

Negative values of n correspond to “a-quenching,” a mecha-
nism that leads to saturation of the dynamo even for constant
t. However, for positive values of n (which, we shall see, the
data tend to favor), we need positive values of m ( ) form 1 n/2
saturation.
The solution is governed by a balance between generating

terms, , and dissipating terms,0 1/2 n/2(a Q kL/2) FB/B F0 eq
. We now take , so the balance between gen-21 mt FB/B F t º t0 eq 0 c

eration and dissipation (i.e., ) can be written asl 5 0
, or ,11/2 n/2 m 21 1/2 m2n/2S FB/B F 5 2RoFB/B F Ro S 5 FB/B Feq eq eq2

where is a dimensionless quantity that0 2S 5 (a Q /Q )(kL/2)0
may be dependent on Ro ; we assume Ro . Note that21 2qS 5 S0

for a fixed Ro .1/2 n/2 21q / a / Bcyc
To compare the predictions of this model with the data, we

need estimates of . Schrijver et al. (1989) showed that theABS
residual Ca ii H and K flux for stars1/2 1/2DF / ( fB ) 5 ABSHK loc
with nonsaturated chromospheres, where f is the magnetic area
filling factor and is the local field strength. We have takenB loc
the best currently available magnetic data for G and K dwarfs
(compiled in Saar 1996), combined them with (from0AR SHK
Bea95 and Rutten 1987) and gas pressure equipartition field
strengths (e.g., Bünte & Saar 1993), and find1/2B / Peq gas

0 kR / ( B /B ) , with k 5 0.47 (2)G H G HHK eq

for 13 stars (fit rms 5 0.10 dex). We now identify the mean
toroidal field B in equation (1) with . Equation (2) allowsABS
us then to connect with and to relate the obser-0AR S B/BHK eq
vational parameters m, n, and to n andm. The calculationj 5 mn
is straightforward (see Brandenburg 1998), and the final result
is and . The value of q can bem 5 k(n 1 1/m) n 5 k(2n 2 q/m)
anywhere between20.3 (if and ; see Donahue0 0.7a / Q Q / Q0
et al. 1996) and 22 (if and are independent of Q; see0a Q0
Donati & Cameron 1997). Thus, is between 0.9 and 1.7, andnI

is between 0.8 and 1.6. The value of m is, however, inde-nA
pendent of q, and the model predicts the empirical values

and .m 5 0.9 m 5 0.8I A
We now turn to the discussion of results in one and two

dimensions. We found saturation only for , so in the one-m 1 n
dimensional case, we chose (arbitrarily) and variedm 5 n1 2
the value of n. In all cases we found only negative values of
j ( , 20.48, and 20.38 for , 4, and 6). Resultsj 5 20.62 n 5 2
in the two-dimensional case were similar. Here we solved the
axisymmetric dynamo equations in a meridional plane using
realistic boundary conditions in radius and latitude. We used
uniform profiles for and (allowing, however, for a0Q a0

dependence with colatitude v). For details of this type ofcos v
model, see Brandenburg et al. (1989). Again, we always found
negative values of j (we used in all cases and foundm 5 4
j 5 20.49, 20.39, and 20.31 for , 2, and 3, respec-n 5 1
tively). Of course, we cannot exclude that more complicated
profiles of and , or possibly more complex nonlinearities0Q a0
(cf. Rüdiger & Arlt 1996), could lead to remarkable changes
and produce . Thus, the conclusion that a increases withj 1 0

is supported by models with fixed k, but not by the (small)ABS
sample of one- and two-dimensional models we have studied.
A fixed k model, possible if a and depend on k such thatht
and are constant, might be justifiable: Brandenburg &2ak h kt

Sokoloff (1998) found some evidence that in shear flow tur-
bulence, the magnitudes of a and decrease with k in ap-ht
proximately such a way.

4. EVOLUTION OF THE DYNAMO

As stars evolve, Ro and decrease owing to magnetic21 0AR SHK
braking of rotation; a parallel reduction occurs in and henceABS
also in magnetic heating. Applying this to Figures 1a and 1b
then implies that also evolves in time t, but in a moreq /Qcyc
complex way (Fig. 2). At first, decreases along the activeq /Qcyc
branch as the star ages, roughly proportional to Ro (adopting20.7

an average power law for the two branches). Once its activity
is in the range , however, (or equiv-024.8 ∑ log AR S ∑ 24.7HK
alently, 0.9 ∑ log Ro21 ∑ 1.0 ), the star makes a rapid, perhaps
discontinuous transition to the inactive branch, reflecting a sud-
den increase in by a factor of ª6. The evolution ofq Pcyc cyc
with similar breaks has been previously suggested by Saar &
Baliunas (1992) and Soon et al. (1993), among others. The

range where the break occurs brackets the position of0AR SHK
the Vaughan-Preston gap. Using the age calibration of Donahue
(1993) (based on Soderblom et al. 1991), the transitionqcyc
seems to occur between and 3 Gyr (cf. Soon et al. 1993).t ª 2
After the jump to the inactive branch, resumes its de-q /Qcyc
crease as the star ages, again roughly proportional to Ro .20.7

Since (Skumanich 1972), the age dependence on both21/2Q / t
branches is approximately .20.35q /Q / tcyc
The range in and Ro over which the transition occurs0 21AR SHK

may be mass dependent. K stars do not appear on the active
branch for (Fig. 2). The active branch star0log AR S ! 24.7HK
with the lowest (star 0) is also the hottest (0AR S B2 V 5HK

). Two inactive stars (k and n) have similar to star00.57 AR SHK
0, but they are cooler ( and 1.18, respectively).B2 V 5 0.91
At slightly lower , G stars appear on the0log AR S º 24.9HK
inactive branch. These are all consistent with a transition at

for and one around0log AR S º 24.7 B2 V º 1.1HK
for .0log AR S º 24.8 B2 V º 0.6HK

The positive correlations between and may im-0q /Q AR Scyc HK
ply that a increases with and also evolves in time. TheABS

Brandenburg, Saar & 
Turpin, 1998
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Conclusions

•Solar dynamo produce an cyclic magnetic field. 

•Large density and pressure contrast in convection zone. 

•Pressure scale height varies from 100 Mm to 0.1 Mm. 

•Pencil code is great! 

•Mean field theory is a good approach. 

•Solar/Stellar dynamos might be complicated. 

•Observations gives as hope, that there is a simple picture.


