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Abstract
The Magnetic Fields of the Solar Interior

Charles S. Baldner
Yale University
2011

Measuring the internal magnetic fields of the Sun would provide important con-
straints on our understanding of the mechanisms that underly solar activity. In
this work, we have used a full solar cycle’s worth of high quality helioseismic data
from the Michelson Doppler Imager (MDI) instrument onboard the SOHO space-
craft to explore changes in the interior thermal structure, using the techniques of
both global and local helioseismology. We have also used these data to attempt to
directly measure the magnetic fields in the convection zone.

We have found that the interior of the Sun changed slightly but significantly
over the course of the last solar cycle. Analyzing the global mode frequencies
measured during solar cycle 23, we find a change, which we interpret as a change
in the sound speed, at the base of the convection zone. At r = (0.71215505) R,
the change in sound speed is a decrease of c?/c? = (7.2342.08) x 107°. Modeling
the effects of magnetic fields on the helioseismic splitting coefficients, we find that
a field of strength necessary to cause the thermal change we find is not detectable
with our data. We find that the signal that is there can be explained by a shallow
toroidal field with a weak poloidal component. This field is tightly correlated
with surface activity. We find that the toroidal field peaks at r¢ = 0.999R and
r = 0.996Ry, with peak field strengths of 380 + 30 G and 1.4 £ 0.2 kG for the
shallower and deeper fields, respectively. The peak strength of the poloidal field is

124 £ 17 G.
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We employ ring diagram analysis to explore these layers of the Sun in more
detail. We confirm earlier results that helioseismic frequencies increase in active
regions, where strong surface magnetic fields are present, and that acoustic power
is suppressed. We find that the changes in frequency depend somewhat on the
surface geometry of the magnetic fields. Finally, we find in a large sample of active
regions that the thermal structure beneath sunspots is a two layer structure with
slower sound speed in the shallower layers (above approximately r = 0.98R) and

a faster sound speed between approximately 7 = 0.975Rg and r = 0.9851.
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Chapter 1

Introduction

The Sun is the nearest star to our planet. This is obvious, but it is the reason
that the Sun is such an interesting object to study. At such a close distance, the
Sun can be studied in detail that no other astrophysical object can be. Thus,
our understanding of stars, and more generally of the universe, is in many ways
dependant on our understanding of the Sun. Furthermore, physical processes that
would be extremely difficult or impossible to recreate in an Earth-bound laboratory
can be studied in detail as they occur in or around the Sun. Finally, the Sun’s
proximity to the Earth, and its status as the primary source of energy for the
climatic and ecological processes that take place here, make the Sun an object of
practical importance for human life.

The object of this thesis is the study of one particular aspect of the solar con-
stitution: the magnetic fields of the interior. We are interested here in furthering
the understanding of what the structure of these magnetic fields is, how they are
generated and evolve, and how they in turn influence the structure and evolution
of the Sun. As our interest here is restricted to the interior, we make use of the

techniques of helioseismology, by which we can make measurements of the interior
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of the Sun which would otherwise be inaccessible to us. Magnetic fields at the
surface of the Sun and the processes they drive, collectively referred to as ‘solar
activity’, are more amenable to direct detection and study, and throughout this
thesis we will attempt to relate what we can discover in the solar interior to solar
activity at and above the surface.

This thesis addresses three general questions:

1. How does the internal structure of the Sun change over the course of a solar

activity cycle?

2. What are the strengths and configurations of magnetic fields in the solar

interior, and how do they change with respect to changes in surface activity?

3. How does local-scale activity, i.e. active regions, affect the structure of the

Sun, and how are these phenomena connected to global changes in the Sun?

The remainder of this chapter gives an overview of solar activity and how it
is thought to connect with global scale internal processes in the Sun. Chapter
2 discusses the field of helioseismology, outlining the physics that underpins the
waves we measure, describing the interpretation of the waves, and finally reviewing
the history of the field and its relevant results.

In the chapters that follow, we describe the work done in the course of this
thesis. Chapter 3 describes the changes in structure in the solar interior over
the course of a solar activity cycle. We find a small but significant variation
in sound speed at the base of the convection zone, which has been previously
suggested but never before detected with this level of confidence. In Chapter 4,
we directly measure the strength and configuration of the internal magnetic fields,
assuming our measured signal is entirely due to global, axisymmetric magnetic

fields. We are unable to detect any magnetic fields at the base of the convection
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zone, though the signal-to-noise in the data would not allow us to detect the
strengths of fields we postulated in Chapter 3. We find instead that the helioseismic
splitting coefficients can be explained by a global, axisymmetric toroidal field with
a small poloidal component in the very near-surface layers of the Sun — the regime
where individual active regions likely play an important role in affecting structure.
Chapter 5 discusses the helioseismic properties of these active regions, and Chapter
6 discusses inferences about the thermal structure of the Sun beneath these regions.

Chapter 7 summarizes our findings.

1.1 The Solar Activity Cycle

Solar activity is comprised of transient and local scale phenomena on the surface of
the Sun and in the solar atmosphere. These phenomena include sunspots, plages,
faculae, prominences, coronal loops, flares, coronal mass ejections (CMEs), and
numerous other phenomena. A full discussion of solar activity is well beyond
the scope of this introduction. We wish here only to summarize some of the most
important features of solar activity and give a general review of some of the aspects
most relevant to this work.

The most obvious and well known aspect of solar activity are sunspots. Sunspots
are dark, compact areas of relatively cool plasma on the solar surface. Sunspots
have been observed in the West since the time of Galileo, though there are sug-
gestions that the ancient Greeks had seen sunspots as early as 400 BCE (Hoyt
& Schatten 1997), and the Chinese and Koreans recorded sunspots from roughly

28 BCE onward, and possibly earlier (Clark & Stephenson 1978).
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Fig. 1.1.— A modern butterfly diagram. The bottom panel shows the daily total
sunspot coverage (as a fraction of the total visible disk). The top panel shows the
sunspot coverage as a function of latitude. The migration of the active latitudes
over the course of each solar cycle can clearly be seen. Figure courtesy of D.
Hathaway, NASA/MSFC (http://solarscience.msfc.nasa.gov/images/ bfly_new.ps).
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In the 19* century, Heinrich Schwabe noted that the numbers of sunspots on
the sun appeared to be periodic, with a periodicity of roughly 10 years (Schwabe
1844). It was Walter Maunder who first noted that not only is the total number
of sunspots cyclic, but that their distribution in heliographic latitude also follows
a pattern, with sunspots appearing at mid-latitudes early in a sunspot cycle, and
migrating equatorward as the cycle progresses (Maunder 1904). Maunder’s plot of
sunspot latitudinal distribution as a function of time is today called a ‘butterfly
diagram’, due to it’s characteristic shape. Figure 1.1 shows the butterfly diagram
up to the present day. It is this cycle that we call the solar activity cycle.

Sunspots are fundamentally magnetic phenomena. The discovery that sunspots
are strongly magnetic belongs to George Ellery Hale (Hale 1908). Using a (then
novel) spectrograph, Hale was able to detect the Zeeman broadening of the Ha line
in all sunspots which he observed. Moreover, he found that sunspots have distinct
magnetic polarities. In later work with collaborators, he noted that in bipolar
spots, the polarity of all leading spots in the northern hemisphere is the same, and
the opposite polarity leads in all southern hemisphere bipolar spots (Hale et al.
1919; Hale & Nicholson 1925). This is known as Hale’s law. This ordering reverses
itself every solar cycle. In the same work, it was noted that the preceding sunspot
in all sunspot pairs is always closer to the solar equator. This is known as Joy’s
law.

With modern instrumentation, it is fairly easy to measure magnetic fields at
the surface of the Sun, or at least their line-of-sight component, through their
effect on certain spectral absorption lines. Sunspots are known to be only the
areas of strongest magnetic field concentration in large complexes which we call
active regions. For the purposes of this thesis, we can consider active regions to

be the atomic building blocks of solar activity, as most of the important activity
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phenomena are associated with active regions.

Figure 1.2 shows the solar activity cycle more directly than Figure 1.1, by show-
ing the line-of-sight magnetic fields over the course of three activity cycles. The
magnetic fields show the same spatial evolution as the sunspot butterfly diagram,
and the same periodicity. The polarity of the polar magnetic field reverses itself
every cycle, so the underlying magnetic cycle is twice as long as the sunspot cycle.
The horizontal components of the magnetic field have also been shown over the

course of several solar cycles (Ulrich & Boyden 2005).

90N g
30N

EQ

Latitude

30S

90S ’
1975 1980 1985 1990 1995 2000 2005
Date

Fig. 1.2.— The line-of-sight magnetic field of the Sun, over three ac-
tivity cycles. The data are taken from instruments on Kitt Peak and
the SoHO spacecraft. Figure courtesy of D. Hathaway, NASA/MSFC
(http://solarscience.msfc.nasa.gov/images/magbfly.ps)
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1.2 The solar dynamo

Although individual active regions show a great deal of complex structure and het-
erogeneity, the organization of these regions on a global scale is strongly indicative
of a global process generating and mediating these fields. This process is referred
to as the solar dynamo, and understanding the operation of this dynamo is one of
the most important outstanding questions in solar physics at the present time.

Any model of the solar dynamo must reproduce a number of observed properties
of the Sun. First, it must be able to generate magnetic fields of strengths sufficient
to generate active regions. It must reproduce the observed 11 year sunspot cycle
and 22 year polarity reversal (the Hale cycle). It must reproduce the latitudinal
evolution of surface magnetic fields — both the equatorward migration of active
regions and the poleward migration of the polar field (see Figure 1.2. We men-
tion here some of the features of current dynamo models, but for more detailed
information, the read should refer to reviews in the literature, e.g. Charbonneau
(2010).

In most dynamo models, the solar magnetic field, or at least the large scale
axisymmetric component, is separated into a toroidal and a poloidal component.
The poloidal component dominates at the low phase of the activity cycle, and the
toroidal component at the high phase of the activity cycle. Active region magnetic
fields are surface manifestations of the toroidal field, though the details of how these
fields rise and their dynamics once they emerge is another major open question in
solar physics. The dynamo problem, then, is how to generate a toroidal field from
a poloidal field, and then how to generate a poloidal field from that toroidal field.

The first of these two steps — poloidal to toroidal — is fairly easily explained.

Differential rotation in the near-surface layers of the Sun can take a poloidal field
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and shear it into a toroidal field. The reverse process is more difficult to explain.
Some departure from axisymmetry is required; otherwise the toroidal field cannot
be supported against resistive dissipation (Cowling 1933). Convective motions and
turbulence can provide this, and are often included in dynamo models with the
parameter «, and referred to as the a-effect.

A second problem is the strength of the observed fields in sunspots. Any fields
of those strengths will be strongly buoyant, and storing them in the convection zone
for time scales on the order of the activity cycle length is difficult to explain. In
addition, the a-effect quenches when the magnetic energy density reaches equipar-
tition with the convective energy density. One common solution to this problem
is to store the fields below the convective envelope, in the shear layer called the
tachocline (Parker 1993; Charbonneau & MacGregor 1996, etc., see also review by
Dikpati 2006).

Although these so-called ‘interface dynamos’ have dominated the literature for
much of the past two decades, fresh attention has been paid in recent years to the
possibility of dynamo action that operates in the bulk of the convection zone or
even almost entirely in the near-surface shear layer (see review by Brandenburg &
Subramanian 2005). In these models, the strong velocity asymmetry in convection
is invoked to counteract some of the adverse buoyancy, while action in the near-
surface shear might serve to counteract a-quenching.

We will not discuss the relative merits of the various dynamo models here.
Helioseismology can provide constraints on these models, however, by determining
where changes in the the solar structure are occurring over the course of the activity
cycle, and where the magnetic fields are located. It is to contribute to those

constraints that is one of the central aims of this thesis.
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Chapter 2

Helioseismology

The Sun is observed to oscillate in millions of modes. These modes are standing
waves of global or pseudo-global scale whose restoring force is pressure or gravity.
The Sun is acting as a resonant cavity, and the properties of this cavity determine
the properties of the resonant oscillations. Thus, the oscillations observed on the
surface of the Sun can be used to probe the Sun’s interior. This field is generally
referred to as helioseismology ! , and in this section we give a brief discussion of
the basic ideas which underly the helioseismic techniques used in this thesis, and

summarize some of the important results in the field.

2.1 Helioseismic data

Helioseismic observation involve time-resolved measurements of the solar surface
or atmosphere. These measurements can be made either in intensity or in line-

of-sight velocity, though it is the latter type of measurement that will be used

IThe term helioseismology obviously implies a debt to the much older field of terrestrial
seismology. The idea of using waves observed at the surface to probe the interior is the core of the
discipline of seismology. Chaplin (2006) gives credit for the name ‘helioseismology’ to Douglas
Gough and Jgrgen Christensen-Dalsgaard, though the first use of the term in the literature
appears to have been Severnyi et al. (1979).
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exclusively in this thesis.

Oscillatory motion in the Sun with periods of approximately five minutes were
first detected by Leighton et al. (1962), and this detection was confirmed by Evans
& Michard (1962). Ulrich (1970) and Leibacher & Stein (1971) suggested that
these observations could be explained by standing acoustic waves trapped in the
solar envelope. The observations of discrete power along ridges in k£ — v space by
Deubner (1975) confirmed this hypothesis. Rhodes et al. (1977), with somewhat
better signal-to-noise, measured ridges of power in the solar power spectrum and
argued convincingly that the power was due to trapped non-radial oscillations. The
study of helioseismology was well and truly underway (though not yet so-named;
see above).

Spurred by Deubner’s observations, as well as subsequently discounted obser-
vations thought to be evidence of g-modes, the prospect of seismically probing
the Sun was explored by a number of authors (Scuflaire et al. 1975; Christensen-
Dalsgaard & Gough 1976; Iben & Mahaffy 1976). Conclusive demonstration of
the existence of truly global modes was done by Claverie et al. (1979), whose
integrated-light observations detected low-degree, global five-minute oscillations.
Individual multiplets were resolved by observations made at the South Pole (Grec
et al. 1980). The low-frequency observations of Claverie et al. (1979) and the
higher frequency measurements of Deubner (1975) were argued to have common
origin (Christensen-Dalsgaard & Gough 1982), and this was confirmed by Duvall
& Harvey (1983), whose spatial and temporal power spectra — an early ¢ — v
diagram — bridged the gap between the low and high frequency measurements.

Helioseismic observations benefit from long-term, high cadence and high duty
cycle campaigns, due both to the nature of time series analysis and to the rel-

atively low amplitude of solar acoustic oscillations. The diurnal rotation of the
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Earth makes this challenging, however. The earliest solution to this problem was
to observe from the South Pole during the austral summer (Grec et al. 1980; Duvall
& Harvey 1984; Duvall et al. 1984, 1986). Longer term observations require either
a ground-based network or an instrument in space. The Active Cavity Irradiance
Monitor (ACRIM) on the Solar Maximum Mission (SMM) made the first space-
based low-degree observations (Woodard & Noyes 1985). The network that would
become the Birmingham Integrated Solar Network (BiSON Claverie et al. 1984;
Elsworth et al. 1990) was the first ground-based helioseismic network experiment,
and has now produced high quality low-degree observations of the Sun over three
solar cycles. Important medium-degree measurements were made at the Big Bear
Solar Observatory (BBSO Libbrecht & Woodard 1990). The integrated-light IRIS
network operated from 1989 to 2003 and made low-degree measurements (Fossat
1995); medium-degree measurements were made by the LOWL-ECHO investiga-
tion (Tomczyk et al. 1993), and high degree measurements were made by the
Taiwan Oscillations Network (TON Chou et al. 1995).

In 1995, a global network of six telescopes, the Global Oscillation Network
Group (GONG) began taking data (Harvey et al. 1996). In December of that year,
the Solar and Heliospheric Observatory (SoHO) was launched. On this satellite
were three helioseismic instruments: the Global Oscillations at Low Frequencies
instrument (GOLF Gabriel et al. 1995), the Luminosity Oscillations Imager (LOI
Frohlich et al. 1995), and the Michelson Doppler Imager (MDI Scherrer et al.
1995). The first two of these are low-degree instruments; MDI is a medium and
high degree experiment. The GONG and MDI datasets form the backbone of this

thesis.
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2.2 The forward and inverse problem

2.2.1 Oscillations in the Sun

The Sun is a (nearly) spherical body, so it is convenient to describe pulsational

modes in terms of spherical harmonics:
Y0, ¢) = agmPEl™(cos§)e™?, (2.1)

where PJ" is the associated Legendre polynomial, and ag, is a normalization con-
stant. Because spherical harmonics form an orthonormal set over the surface of a
sphere, these functions are a natural choice of basis functions for observations of
waves on a spherical surface, and it turns out that the normal modes of a nearly
spherical star have angular dependencies given by the spherical harmonics. The
Y, ™s are degenerate in m for a perfectly spherical star, but departures from spher-
ical symmetry, induced by, among other things, rotation and magnetic fields, lift
the degeneracy.

When the departures from spherical symmetry are small, as they are in the
case of the Sun, the differences in frequency for different values of m will be small,
and it is natural therefore to express the normal mode frequencies in terms of the

mean frequency of the mode v, and splitting coefficients a;:

Jmax

Vpem = Vne + Z aj(”: 6) ’P](E) (m) (22)

j=1

Asis common in the current literature, the polynomials P;e)(m) are the Ritzwoller-
Lavely formulation of the Clebsch-Gordan expansion (Ritzwoller & Lavely 1991).

The odd-order splitting coefficients are caused by the rotation of the Sun, and will
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not be directly considered in this work. The even-order coeflicients are caused by

second order effects of rotation, and by the effects of magnetic fields.

The basic equations

We begin with the equations for conservation of mass, momentum, and energy:

op .
a = —V * (pv)7 (23)
dv >
P = —Vp+pf, (2.4)
and
YUy F 2.5
poy = PE R, (2.5)

where p is the density, p is the pressure, ¢/ is the velocity of the gas, f is the exter-
nal force acting on the gas, dg/dt is the rate of heat gain or loss, ¢ is the energy
generation rate, and FFg is the radiative flux. We have neglected viscous effects in
equation (2.4), and will not consider the contribution of viscous heating to €. In
most of the solar interior, this is undoubtedly a good approximation, though turbu-
lent viscosity in the convection zone may have some non-negligible contributions.
Equations (2.3)-(2.5) are the Navier-Stokes equationis for an invescid flow.

The relation between the full derivative of a quantity =z with respect to time

and its partial time derivative is given by
— =—+77-Vuz. (2.6)

Using this, we can rewrite equation (2.4) as:

—

ov

pa—i—pﬂVﬁ: —Vp+pf. (2.7)
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For the force f, we consider only gravity. Thus,

—

f=g=Vo, (2.8)

where ® is the gravitational potential. We may relate the potential to the distri-

bution of matter using the Poisson equation:

V20 = 47Gp. (2.9)

For this discussion, we approximate the radiative flux as a diffusive process; thus

F, = —KVT, (2.10)

where K is the radiative conductivity of the stellar material.
The energy equation (2.5) can also be rewritten using the following relations,

known as the adiabatic exponents:

Olnp olnT
I'y= =— 's—1=|—+— . A1
' <8lnp>ad’ : (81np>ad (211)
Then dgq/dt can be written:
dy 1 dp Thwpdp
M- (ZE_ETF) 2.12
dt ~ p(T3 — 1) (dt p dt (2.12)

The form (2.5) is more useful for formulating the equations of stellar structure; the
form (2.12) is of more use in writing down the oscillation equations.

The equilibrium, static state can be obtained by setting all time derivatives
and the velocity ¥ to zero. We denote the equilibrium quantities in the usual way

with a subscript 0: i.e. pg,po, etc. Then, equations (2.3), (2.5), (2.7), (2.9), and
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(2.10) become:

—Vpo — poVPy = 0, (2.13)
Poco — V. Fo = 0, (214)
V20, = 47Gpo, (2.15)
and
Fo = —KyVTy. (2.16)

We can write these equations explicitly in spherical coordinates, and assume spher-

ical symmetry, and we obtain the familiar equations of stellar structure:

dp
ar —PY, (2.17)
dm 9
'% = 4nr P, (218)
and
dL
i 4772 pe, (2.19)

given here in their differential form as a function of the radius r. The temperature
dependence can be found given an appropriate treatment of the radiative transfer.

The gravitational acceleration g at radius r is given by

where m is the mass enclosed by a sphere of radius 7, and the luminosity L is given
by
L = 4nr’F. (2.21)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



16

The equations of oscillation

We now introduce small linear perturbations about the equilibrium state of equa-

tions (2.3) - (2.5) of the form
z(F,t) = zo(7) + ' (7, 1), (2.22)

which is the Eulerian perturbation of the quantity « — that is, the perturbation
of a variable z at a fixed point ¥. We may also follow an element in the gas as it is
perturbed from 7 to a position 7+ ér. This is called the Lagrangian perturbation,

and is related to the Eulerian perturbation by
5x(7) = (7o) + or - Vi, (2.23)

when high order terms are neglected.

We will denote hereafter the displacement or by 5, as is common in the litera-
ture. We do not explicitly separate the displacement into its radial and horizontal
components, as it is not particularly illuminating to do so, though in the actual
calculations involving these equations, that must be done. We note that the time
derivative of the Lagrangian perturbation is the perturbation in velocity, assuming
the equilibrium state flow is zero:

L o9g a9

—

Then, because we are looking for oscillating solutions, so that &(¢,7) = e iwtg| (),
we can write

di -
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We can write the Eulerian form of the perturbed basic equations as follows,

neglecting all high order terms:

op' N
(o) =0, (2.26)
e
pogt—) VP 4 poV + P VB, = 0, (2.27)
0dq 1 dép Tipdép
g _ aop _ L1pdop 2.2
ot po(l's0—1) ( dt p dt )’ (2:28)
and
V' = 4nGp. (2.29)

These are the linear equations of oscillation. The adiabatic form is given by ne-

glecting the heating term on the left hand side of equation (2.28):

% — %% =0 (2.30)
or
dp = Fl—’op—oép (2.31)
Po
or again
P +E Vpo=c(p +& Vpo), (2.32)

where ¢ = T'yp/p is the adiabatic sound speed.

The variational principal

In this section, we review the formulation of the inversion problem in helioseismol-
ogy. In brief, we wish to relate changes in frequencies to changes in the structure
of the Sun. These changes can be with respect to the theoretical frequencies of a

model or to the actual frequencies of the Sun (measured, for example, at different
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times — e.g. Chapter 3). We will begin by writing the time-independent part of

the oscillation equation 2.27 (the time-dependant part can be written as e " and
separated) in the following form:
—w¥€ = L€, (2.33)
where the linear functional £ is
I 1 / ' pl
LE=——Vp + VP 4+ =V, (2.34)
Po Po

Following Christensen-Dalsgaard (1981), we define the Hilbert space H of dis-
placement functions defined on a spherical star with the appropriate regularity and

boundary conditions. Then, define the inner product (5, 7) on ‘H by

Eq) = /V pof* - iV, (2.35)

where E * is the complex conjugate of E and the integral is evaluated over the entire
volume of the star. If we take the adiabatic version of the operator £, which we

denote £, by including equations (2.26) and (2.32):
1 o /

Lof = —p—V(chOV £+ & VUpy) + VI + ;iwbo, (2.36)
0 0

it can be shown (Lynden-Bell & Ostriker 1967) that this operator is symmetric,

1.e.

-

(€, Lal)) = (La(E), 7). (2.37)

From this it follows that the squared eigenfrequencies are real (see Aerts et al.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



19

2010, for the proof), and that the eigenfunctions are orthogonal, that is, if
25 = 26 . 2 2
—wiér = Lo&1;  —wiée = L&y wi # wy, (2-38)

then

(€1,6) = 0. (2.39)

Taking the perturbations dw, 5%, and 6L (dropping the subscript a), we can perturb

equation (2.33):
—(wo + 6w)? (&0 + 68) = (Lo + L)(& + 68). (2.40)

From this equation, we can obtain the first order contributions to dw from 6L —

the contributions from 5_5 all drop out:

0w (€ 0LE) (2.41)

wo  2wi(Eo, o)

This form is due to the operator £ being Hermitian, as was shown by Chan-
drasekhar (1964). Thus, a variational principal applies, which is at the heart of the
inversion techniques we apply in helioseismology. The variational principal states,
in effect, that perturbations to the structure of a star cause first order perturba-
tions in the eigenfrequencies but second order perturbations to the eigenfunctions.
Thus, we can relate perturbations in frequencies directly to perturbations in struc-
ture. The product in the denominator is essentially the mode mass (some authors
refer to this as the mode inertia or the mode kinetic energy). We will denote this
quantity Fj:
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The perturbed operator dL is

. . . 5 .
5££:V((5CQV'€+5§' )+V<—p'?> AV -+

V - (8p€)

dv, (2.43)
|7 — 7|

—1—Vp5(:2V £+6GV - 5 GV/

where §¢? and ép are the changes in the squared sound speed and density, respec-
tively, and the change in gravitational acceleration 0g can be written in terms of

dp. Then equation (2.41) can be written in the form

Sw 1
ZE = ~5E, ——— (L + L+ I3+ 1), (2.44)

where I, is an integral over the radius of the star that depends on 6¢?/c* and I, I3,
and I, are integrals that depend on dp/p. These four terms can be found in, e.g.,
Antia & Basu (1994); we do not bother to repeat them here. The perturbation in

w can then be written in the following form:

/KW m+/K% r)dr, (2.45)

where Icg)’p(r) and IC,(J;)Cz,(r) are functions of the reference model which describe
the sensitivity of the i*! eigenfrequency to changes in the model at various depths.
These are known as the inversion kernels. The power of the variational principal is
apparent here — we do not need to recompute the kernels for the perturbed model
when we invert for structure. To first order, the eigenfunctions and therefore the

kernels are stationary about small perturbations to the underlying structure.
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The surface term

Assuming a perfectly modeled star, and assuming that the normal modes of os-
cillation are completely adiabatic, equation (2.45) completely describes the (first
order) effects of changes in structure on the frequencies of oscillation w. Neither
of these assumptions are fully valid. Non-adiabatic effects are negligible in most
of the Sun, but near the surface they can become significant. Errors in the mod-
elling of the structure arise principally from failing to properly treat convective
processes (Balmforth 1992; Guenther 1994; Robinson et al. 2003). This causes
both differences between the models and the actual star in the sound speed and
density profiles, as well as giving rise to errors in the wave propagation treatment
by neglecting the effects of turbulent viscosity and energy transport. Fortunately,
however, both effects become significant only in the very shallow layers of the Sun
(Gough 1990; Guzik & Cox 1992; Robinson et al. 2003). Because of this, errors
in our treatment of frequency calculations affect frequencies independent of the
mode geometry, characterized by the degree £. The effect of errors depends only,
then, on the frequency w; of the mode and of the inertia of that mode. Thus, when
scaled appropriately by the mode inertia, the effects of non-adiabaticity and errors
in modelling are a slowly varying function of frequency which we call the surface

term Fyys(w). We can then rewrite equation (2.45) as

owi _ / K% 1) (rydr + / K (r)%p(r)alr+ Pruia)] (2.46)

2
wz CQ £,C7, E’Z

Rotation and magnetic fields

Equation (2.33) is valid only for a non-rotating, non-magnetic star. We can include
the effects of slow rotation and magnetic fields with some additional effort. The

formalism used in this work was developed by Gough & Thompson (1990) and
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we sketch the development in this section. Given a characteristic rotation rate {2
and a characteristic field strength B, we can define the dimensionless quantities
e = QJ(GM/R*)'Y? and § = B(uoGM?/R*)'2. The oscillation equation can be

written, as was shown by Lynden-Bell & Ostriker (1967),

LE+ pw€ = ewME + ENE + §°BE, (2.47)

where
ME = —2ip7 - VE (2.48)
NE=—pf-V(7-VD) + p(@- V)%, (2.49)
BE:—V'(@(VXB)xE—(VXB*/)xé—(vXé)xB’f, (2.50)

p

where 7 = w x 7, and B’ = V x (5 X B') is the linearized Eulerian perturbation to
B. The operators M and N describe the first and second order contributions from
rotation, respectively, while B is the second order contribution from the magnetic
field. Both rotation and magnetic fields distort the structure of the star, and it is

convenient to express this distortion by the transformation

z = (14 €hqo(7) + 6°hp(7)) (2.51)

which maps points 7 in the distorted star to points x in the undistorted star. The
functions hq and hg are determined by the rotation profiles and the magnetic
fields, respectively. In this case, x = R maps to the surface of the distorted star.

The quantities p, p, ¢ can be expanded in the same way, e.g.

p(r) = po(x) + Epa(z) + 6 pp(). (2.52)
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The operators (2.36, 2.48-2.50) can be expanded in the same way:
LE = Lof + L,E + 0°LBE, (2.53)

although for /', M, and B, we need only retain the leading terms. We can separate
the solution to equation (2.47) into an unperturbed, spherically symmetric solution
{%, wp, which satisfy (2.33), and a distorted eigenfunction {1 and the correction to

the frequency wy:

£=&+8&, w=wptw. (2.54)

We can expand (2.47) by substituting in the definition (2.54) and the perturbed
thermodynamic variables, and applying the condition on & from (2.33), and re-

taining terms to second order:

(Lo + Powg)gl = —Zpowowlf:) + GWOMOSB + 62(-/\/5 — Lo - intz))é%

+62(Bo — L — ppw)€o ~ powibo — 2powown €l + ewoMobt + cwr Moo, (2.55)
By taking the scalar product of (2.55) with &, we obtain

2wo{poo, Eo)wr = (€0, (No — La — pawd)€o) + (€0, (Bo — L — pBw)E)

_wf <p0567 §)> - 2&)0(4)1 <p0§_£)7 gi> + w1 <567 MOEE» + w0<é€)7 M05> (256)

We should note here that the inner product (...) is no longer given by equation

(2.35), and is instead now simply the volume integral over the star:

(€7 =/V5*-ﬁdV, (2.57)
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and when we wish to include the density p in the product, we do so explicitly. The
combined operators here are not symmetric and hermitian as the single operator £
is. By neglecting all second order perturbations, we can see from equation (2.56)

that the first order perturbation to the frequencies due to rotation is given by

rroy = € (€0, Moo) (2.58)

2<p0§)7 §)> .

The second order contribution from rotation is

w%(rot) _ Wi(rot) (Poé), é>
2wo {Po&o, &o)
<§_E), MOEl) + W1(rot) (gﬂ, MO&))) ) (259)

Wa(rot) = ¢ <<§('J7 (NO —Lq — PQW(Q))&'» +

_l’_

2(pofo, &) 2wolpogo, o)

Finally, the magnetic contribution can be written

52 <£€)7 (Bo - EB: QBW(%)&D '
2w (po&o, &o)

(2.60)

Wa(mag) =

Thus, the frequencies for a mode (n, ¢, m) in a rotating, magnetized star can be
computed to second order precision by computing the unperturbed frequency wy,
and separately computing the first order rotation correction (2.58), the the second
order corrections from rotation (2.59) and from the magnetic field (2.60). Equation
(2.2) can then be used to compute the splitting coefficients, and the model can be
compared directly to helioseismic data.

The first order correction to the mode frequencies due to rotation affects only
the odd-order splitting coefficients, while the second order correction affects only
the even-order splitting coefficients. Thus, the odd-order coefficients can be used

to determine the rotation profile Q(r) (Thompson et al. 1996; Schou et al. 1998),
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which can in turn be used to compute the second order rotation correction (Antia
et al. 2000). This correction needs to be made if the magnetic perturbation 6 is
comparable in size to €2, which appears to be the case (Gough & Thompson 1990;

Antia et al. 2000).

2.2.2 The inverse problem

Given equation (2.46), the inverse helioseismic problem consists in finding a way
to determine the unknown quantities 6¢2/c(r), dp/p(r), and Fuyue(w). The known
quantities are the N observed frequency differences dw;/w; and the kernels and
mode masses which are known functions of the reference model. In addition,
account must be taken of the uncertainties in dw;/w;, which we denote g;. We
can approach this problem in one of two ways: we can either find functional forms
for the two thermal quantities as a function of radius and the surface term as
a function of frequency which minimizes some norm with respect to the observed
frequencies, or we can construct linear combinations of the frequency differences to
obtain averages of the quantities of interest, averaged over some function called the
averaging kernel. The former technique will be employed using Regularized Least
Squares (RLS), and the latter using the method known as Optimally Localized
Averages (OLA).

Though we only explicitly construct the linear combination of frequencies in the
OLA inversions, the RLS inversions implicitly obtain the same averaging kernels,
as these are at the heart of any linear inversion. We define the averaging kernel
Ki(r) by

Ki(r) =Y ak® (1), (2.61)

7

The coefficients ¢; are the inversion coefficients. The sound speed is then obtained
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dc? dw;
<c_2> => o (2.62)
i
Some contribution from the cross-term (in this case, p) is unavoidable, and that

contribution is given by the cross-term kernel C(r) given by

cir) = ks, (2.63)

)

Unfortunately, the helioseismic inverse problem is not well-posed. This arises
primarily from the problem of trying to select from an infinite model space (that
is, the space of all physically reasonable functions of radius d¢?/c? and dp/p) using
a finite set of observables (the frequency differences dw; and the radius of the Sun).
For a more formal discussion of the problem, see Backus & Gilbert (1967). In all
cases, extra constraints (that the sound speed and density are positive definite,
for example, and that mass must be conserved) are applied, but these are not
sufficient. In RLS, the chief constraint employed is Tikhonov regularization where
we encourage the second derivative to be as small as possible. In OLA, we do not
explicitly obtain the functional form, settling instead for averages whose properties
we know. Then the problem is how to select the averaging kernels that best suit

our needs.

Regularized Least Squares (RLS)

The RLS inversion technique is the more familiar of the two employed in this thesis.
The specifics of the inversion we use here are described in detail in Antia & Basu

(1994). The problem is to find a solution to equation (2.46) by representing the
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three unknown functions with a set of basis functions — in this case B-splines:

Flw) = Z ai(w), (2.64)
5—;;(7“) = Z bii(r), (2.65)
5—[)(7“) = cilr). (2.66)

p -

1

Then, if Aw; is
Aw; = b; / $;(NKE dr+> ¢ / S edr +3 " ayih;(wi)/Bi,  (2.67)
J J J
then RLS attempts to minimize the quantity

N NTAN R 2 62\% [ & Srho\’
X2:Z<————’ p ) +a2/0 q(r)? (W?) +<ﬁ p ) . (2.68)

The second term in this equation is the regularization designed to promote a

smooth solution. The parameter « is used to control the amount of smoothing,
and we can basically trade smoothness of solution for smallness of errors. The
function ¢(r) allows us to control the amount of smoothing as a function of radius.
We use q(r) = 1/r so that the regularization parameter is larger in the core where
there is less information.

In addition to the smoothing constraint, we apply the following five physically

motivated constraints. Mass must be conserved:

R
/ r25pdr = 0. (2.69)
0

We also apply the four boundary conditions, two each at the core and at the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



28

surface: 52 57
== 0, —p— =0, atr =R
d 6c? d dp (2.70)
il

The basic problem, then, consists of N observations and 2n + m unknown
coefficients. In this work, the RLS inversion is solved by means of a Singular Value

Decomposition (SVD) on the matrix A from the following equation:
Ax =d, (2.71)

where A is the N x (2n + m) matrix defined by the expansion from (2.64) - (2.66)
to the equation (2.46), x is a 2n + m vector containing the unknown coefficients,
and d is the data vector containing the N observations. The i** row of each matrix
is divided by the error o; for that observation.

The SVD decomposes A into three matrices: A = ULV?. U and V both have
the property that their transpose is their inverse. ¥ is a diagonal matrix whose
elements s; are the singular values of A. Equation (2.71) can then easily be solved
for x:

x =V tuTd. (2.72)
The error o(xy)in any component zy is given by
o= 3 U 273
2 :

i=1 g

The smoothing constraint is implemented by descretizing the right-hand inte-

gral in (2.68) with the sums

d? §c? - d?
—\/%Q(Tj) (ﬁc_z)m« = \/LMQ(TJ) quﬁ@(m) =0, (2.74)

i
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defined at M points spaced equally in 7, and

_\/%Q(Tj) (%%) N = %q(ﬁ) ZCZ%(Z%(TJ) = (. (2.75)

These 2M equations are added to the matrix A, as are the boundary conditions.
The selection of the appropriate inversion is non-trivial. There are two principal
choices available to us in this inversions scheme: the regularization parameter «,
and the placement of the points — called ‘knots’ — at which the B-splines are
defined (e.g. Antia 2002). The placement of the knots for ¥(w) is equally spaced
in frequency. The knots for the function ¢ are placed equidistant in the acoustic
depth 7, which is sensible since helioseismic modes have greater resolving power
at shallower depths than at deeper depths. The number of knots in frequency
are chosen to minimize non-random structure in the residuals when plotted as a
function of frequency. The number of knots in radius are chosen to produce small
x? values, without allowing the condition number of the matrix A to grow too
large. The value of the smoothing parameter is chosen to minimize the x? value
on the one hand and the ||L||? value on the other, where L is the regularization

term from equation (2.68).

Subtractive Optimally Localized Averages (SOLA)

As discussed above, the OLA technique tries to construct weighted averages of
inversion quantities with sensitivity (hopefully) centered about some target radius
ro. The OLA technique was developed for terrestrial seismology by Backus &
Gilbert (1967, 1968), and its use in helioseismology was first described by Gough
(1985). The implementation we use here is known as Subtractive Optimally Local-

ized Averages (SOLA Pijpers & Thompson 1992, 1994), which has the advantage
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over other OLA techniques of computational efficiency.
The SOLA technique minimizes the difference between the actual inversion

averaging kernel (2.61) and a target kernel:

/ (K (ro,7) — T (ro, 7)) dr + ﬁ/R C2f(r)dr + pe* Z c(ro)o?, (2.76)

R

where K(rg,r) is the averaging kernel and 7 (r,,7) is the target kernel. In this

work, we use a target kernel of the form

T(ro,r) = Arexp {— [TA?T:;’ + A(”)] 2} , (2.77)

where A is a normalization constant and A(rg) is the kernel width, scaled to the
sound speed relative to some fiducial depth (in this case, r = 0.2Rg) which we scale
inversely with the sound speed. We control A(rp), then, with a single parameter
Ay

Afro) = A — 0

= 02R) (2.78)

There are two trade-off parameters: © which acts to suppress errors and S which
suppresses the cross-term kernel.

As in the RLS inversions, we expand the surface term with set of A suitable
basis functions — again, we use B-splines. We require that the surface term be

small. We add, therefore, the constraint
Zc,.%:o, for j =0,...,A. (2.79)

Similarly to the RLS inversion, we can write the inversion as a linear system
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of equations:

Ax =d (2.80)

by minimizing the expression in (2.76) and adding the extra constraints. We can
then solve for the unknown x. Inversion of the matrix A presents no unusual
difficulty since it is symmetric, and standard numerical routines can be used.
The SOLA inversion, then, has four free parameters: the cross-term suppression
term (3, the error suppression term p, the characteristic width of the target kernel
A 4, and the number of B-splines used to expand Fy,s, A. Asin RLS, the number of
B-splines A used to expand the surface term is chosen to eradicate any large-scale
structure in the residuals as a function of frequency. The choice of the target kernel
width A4 is chosen to make the resolution of the inversions as high as possible
while simultaneously keeping error correlation between solutions at different target
radii as small as possible and keeping the contribution from the cross-term as small
as possible. Control over the error correlation and the cross-term contribution can
also be exercised using the p and § parameters, so selection of the appropriate

inversion parameters is an iterative and fairly subjective process.

2.3 Results in helioseismology

In this section, we briefly review the history of helioseismology and the impor-
tant results, particularly as they relate to the present work. As described above,
Leighton et al. (1962) first reported solar oscillations, and Ulrich (1970) and
Leibacher & Stein (1971) showed that these could be trapped oscillations in the
solar interior. Such waves could therefore be used as a probe to study this interior,

much as is done with seismic measurements on the Earth.
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2.3.1 Studying the interior

One of the first problems addressed using helioseismology was the question of in-
ternal rotation. The surface of the Sun rotates with an average synodic period of
27 days, but this rotation is not uniform; the Sun rotates faster at the equator
than at the poles. As seen earlier, rotation lifts the mode multiplet degeneracy
and ‘splits’ the mode frequencies into m = 2¢ 4+ 1 multiplet frequencies. The first
detection of mode splitting (Duvall & Harvey 1984) indicated that their may not
be strong depth dependence of internal rotation. Measurements of a range of m
frequencies (Brown 1985; Duvall et al. 1986; Libbrecht 1989) allowed this question
to be studied in detail. Analysis of these data (Brown et al. 1989), and inver-
sions (Christensen-Dalsgaard & Schou 1988; Dziembowski et al. 1989; Kosovichev
1988, and subsequent work), continued to find rotation more or less constant on
radial lines in the convection zone. Further, a zone of strong shear, dubbed the
‘tachocline’ (Spiegel & Zahn 1992), was detected at the base of the convection zone.
A detailed analysis of the first 144 days of MDI data was undertaken by Schou
et al. (1998), who presented a robust result that confirmed earlier detections of the
tachocline and ruled out constant rotation on cylinders in the convection zone to a
very high degree of confidence. For a detailed review of helioseismic determinations
of solar rotation, see the review by Howe (2009).

Attempts to determine the thermal structure of the Sun using helioseismic data
were first made by Christensen-Dalsgaard et al. (1985), who used an asymptotic
inversion to determine the sound speed in the solar interior, and found reasonably
good agreement with solar models. The base of the convection zone has been de-
termined to great precision at r = 0.713 & 0.001 R (Christensen-Dalsgaard et al.

1991; Basu 1997), and Christensen-Dalsgaard et al. (1993) showed that diffusion
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played a significant role in the evolution of solar structure. More advanced in-
versions (of the type described above in section 2.2.2) were developed to make
more precise measurements of the properties of the solar interior and test models
of solar structure and evolution (e.g. Antia & Basu 1994; Antia 1996). The most
important application of these techniques in the 1990s was in relation to the solar
neutrino problem (see, e.g., Bahcall 1989) — the long-standing deficit of observed
neutrinos compared to the predictions from solar models. Confronted with the ex-
cellent agreement between solar models and helioseismic tests (e.g. Bahcall et al.
1997, 1998), credence was given to the hypothesis that neutrinos had mass, and
therefore could change ‘flavors’ as they travelled from the solar core to the Earth’s
detectors. Subsequent work from the Sudbury Neutrino Observatory (Ahmad et al.

2001) confirmed the presence of a second flavor of neutrinos in the solar flux.

2.3.2 Local helioseismology

Early helioseismology concentrated on the ‘global’ problem: measuring and inter-
preting the global resonant modes of the Sun, which are sensitive to the structure
of the Sun taken as a whole, and have only limited ability to distinguish one part of
the Sun from another. There are, of course, phenomena of substantial interest to
the solar physicist which are fundamentally local in character. The most obvious
examples of these for the purposes of this work are active regions. The techniques
of local helioseismology have been developed to study small-scale features of the
Sun, especially active regions, but these techniques have also been applied to the
global structure of the Sun in various ways.

Local helioseismology consists of studying small regions of the solar surface.
Whereas global helioseismology uses standing waves with the entire Sun as an

acoustic cavity, the waves studied in local helioseismology are generally travelling
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waves whose lifetimes are too short to become globally resonant. This has the
obvious advantage of allowing the helioseismologist to study the Sun in a spatially
resolved way, but it also allows the study of shorter wavelength waves which probe
shallower layers in the Sun.

The techniques of local helioseismology include Fourier-Hankel analysis (Braun
et al. 1987), ring diagram analysis (Hill 1988), time-distance analysis (Duvall et al.
1993), and helioseismic holography (Lindsey & Braun 1990). Of these four, time-
distance and ring diagram analysis are the most widely employed, and in this work
we use only ring diagram analysis. For a review of the techniques, and important
local helioseismic results, see the review by Gizon & Birch (2005), and references
therein.

Ring diagram analysis consists of tracking a small patch of the Sun as it tra-
verses the solar disk, and constructing a three-dimensional power spectrum of this
patch. Ring diagrams take their name from the characteristic look of the power
spectra at constant temporal frequency: (roughly) concentric rings in k; —k, space.
Fitting the whole power spectrum allows us to study both the structure and the
dynamics of the region below the ring diagram patch. Further details on the con-
struction and analysis of ring diagrams is given in Chapter 5.

Ring diagrams are most commonly used to study the dynamics of the near-
surface layers of the Sun (e.g. Schou & Bogart 1998; Basu et al. 1999; Haber et al.
1999). They have also been used to study the characteristics of acoustic wave
propagation in active regions (Haber et al. 2000; Rajaguru et al. 2001; Howe et al.
2004; Rabello-Soares et al. 2008), and they have been used to study the thermal
structure of the Sun below active regions (Basu et al. 2004; Bogart et al. 2008).
Ring diagrams have further been used to study the global asphericity of the near-

surface layers (Basu et al. 2007).
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2.3.3 Solar activity and helioseismology

Helioseismic frequencies are also known to exhibit changes over the course of the
solar cycle. This was first suggested by Woodard & Noyes (1985) and confirmed
soon after by Elsworth et al. (1990) and Libbrecht & Woodard (1990). It was
quickly established that the frequency shifts were strongly correlated with surface
activity (Woodard et al. 1991; Bachmann & Brown 1993; Elsworth et al. 1994;
Regulo et al. 1994, etc.). Libbrecht & Woodard (1990) observed that the frequency
shifts depended very strongly on mode frequency v, and very weakly on degree £ of
the mode, and Anguera Gubau et al. (1992) and Elsworth et al. (1994) confirmed
these results. These authors concluded that all or most of the physical changes
responsible for the changes in frequency were confined to the shallow layers of
the Sun. In general, this picture has been confirmed in more recent studies (e.g.,
observational results: Howe et al. 1999a, 2002; Basu & Antia 2000; Verner et al.
2004; Dziembowski & Goode 2005, etc., and theoretical results: Goldreich et al.
1991; Balmforth et al. 1996; Li et al. 2003, etc.). A change in the second helium
ionization zone at r = 0.98 R, first suggested by Goldreich et al. (1991) and Gough
(2002), has been confirmed by Basu & Mandel (2004) and Verner et al. (2006).
The even-order mode splitting parameters sample effects of structural aspheric-
ities on the mode frequency. Kuhn (1988) suggested that they were correlated with
observed changes in surface temperature. Subsequent work has shown that the as-
pherical components of the mode frequencies are tightly correlated with surface
magnetic activity (Howe et al. 1999a; Antia et al. 2001b). This high correlation
lends further credence to the idea that frequency shifts are caused by surface and/or
near-surface effects. This can be tested directly with high degree modes that sam-

ple the near-surface layers of the Sun. However, as the degree | increases, global
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modes become increasingly hard to measure precisely due to the decrease in mode
lifetimes (Rhodes et al. 1998; Rabello-Soares et al. 2001; Korzennik et al. 2004).
The lack of reliable measurements of these modes has led some authors to use ring
diagrams to measure high degree modes and measure changes in the shallow layers
of the solar convection zone. These studies have confirmed that structural changes
do occur in the near-surface layers of the Sun (Basu et al. 2007).

Direct inversions of changes in the structure of the solar interior probed by the
spherically symmetric global modes have not yielded any measurable differences
in the deep interior (Basu 2002; Eff-Darwich et al. 2002) and there have been
upper limits placed on the changes at the base of the convection zone (Eff-Darwich
et al. 2002). Chou & Serebryanskiy (2005) and Serebryanskiy & Chou (2005) have
presented evidence of a possible change in mode frequencies with lower turning
points near the base of the convection zone.

Internal dynamics, on the other hand, show clear and unequivocal evidence of
change over the course of the solar cycle. In the convection zone, bands of different
rotational velocities (called zonal flows) have been shown to migrate poleward at
high latitudes and equator-ward at low latitudes (Schou 1999; Howe et al. 2000;
Antia & Basu 2000, 2001). Temporal variations in dynamics have been shown to
penetrate throughout the entire convection zone, and even below (Vorontsov et al.

2002; Basu & Antia 2006; Howe et al. 2005, 2006).

2.3.4 Magnetic Fields

Although helioseismic determinations of magnetic fields are difficult, there have
been many attempts to do so. Isaak (1982) suggested that the then observed
frequency splittings in the solar acoustic spectrum could be caused by a large

scale magnetic field situated in the core. Dziembowski & Goode (1984) used an
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asymptotic approximation to study the effects of magnetic field on the splitting
coeflicients, and Dziembowski & Goode (1988) argued that a 1 MG field at the base
of the convection zone was necessary to explain the observed splitting coefficients.
However, Basu (1997); Antia et al. (2000) placed a limit of 0.3 MG on the field
at the base of the convection zone; thus the situation was unclear. A megaGauss
magnetic field is also inconsistent with dynamo theories and constraints from other
observations (e.g., D’Silva & Choudhuri 1993).

Gough & Thompson (1990) developed a formalism to compute the effects of
rotation and axisymmetric magnetic fields on the frequency splittings (discussed
in the following section), which Antia et al. (2000) used to analyze the first year
of Michelson Doppler Imager (MDI) data. They placed limits on the strengths
of internal toroidal fields, finding a limit of 20 kG at a depth of 30 Mm, and a
limit of 300 kG at the base of the convection zone (r = 0.713Rg). Dziembowski
et al. (2000) inverted the mean frequencies and splitting coefficients for changes
in temperature, and found that the resulting temperature perturbation could be
explained by a change in magnetic field of 60 kG at a depth of 45 Mm (r ~ 0.93Rg).

Dziembowski et al. (2001) found that changes in f-mode frequencies from solar
minimum to solar maximum implied a decrease in solar radius with activity, which
they associated with a change between 4 and 8 Mm in depth. In explaining this
result with changing magnetic fields, they assumed a tangled field, but even so the
magnitude of the change in field strength was strongly dependent on the radial
distribution of the field. The change they required was 7 kG for a uniform field,
or substantially less (1 kG at 8 Mm) for an inwardly increasing field. Chou &
Serebryanskiy (2002, 2005) looked for signatures of a change at the base of the
convection zone from low activity to high activity, and found signs of a small

change, which they proposed could be due to a change in magnetic field of 170
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— 290 kG. Baldner & Basu (2008), working with an entire solar cycle’s worth of
helioseismic data, found a change in sound speed between solar maximum and
solar minimum at the base of the convection zone, which, if due to a change in

magnetic field, could indicate a change in field strength of 290 kG at that depth.
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Chapter 3

Solar cycle related changes at the

base of the convection zone

This chapter is adapted from a paper of the same title published in the Astrophysical
Journal as Baldner, C.S. & Basu, S., 2008, ApJ, 686, 1361.

3.1 Introduction

Normal modes of oscillation of the Sun have provided a powerful tool to peer into
the solar interior. In particular, modern experiments, both ground- and space-
based, have measured the intermediate degree global oscillation spectrum with
high precision since the beginning of solar cycle 23. Accurate determinations of
interior structure and dynamics are now possible (see, e.g., review by Christensen-
Dalsgaard 2002). These measurements contain a wealth of information about the
fundamental causes of solar variability.

It is generally believed that the seat of the solar dynamo is located at the base of

the convection zone (e.g., review by Charbonneau 2010). Because helioseismology

39
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provides the only direct measurements of this region of the solar interior, these
results can play an important role in constraining dynamo theories. In particular, a
number of authors have attempted to use global and local helioseismic techniques to
determine limits on the strength of the magnetic field at the base of the convection
zone (e.g., Chou et al. 2003, and references therein). In this chapter, we attempt
to improve helioseismic measurements of changes in this region.

Global modes of solar oscillation are described by three numbers that charac-
terize the spherical harmonics that are used to define the horizontal structure of
the mode. These are (1) radial order n that is related to the number of nodes in
the radial direction, (2) the degree £ that is related to the horizontal wavelength of
the mode, and (3) the azimuthal order m that defines the number of nodes along
the equator. In a spherically symmetric star, the 2¢ + 1 modes of an (n,{) mul-
tiplet are degenerate, but effects that break spherical symmetry such as magnetic
fields or rotation lift the degeneracy and give rise to frequency splittings. The
frequencies vy, of the modes within a multiplet can be expressed as an expansion

in orthogonal polynomials:

Jmax

Vatm = Vne + Y a;(n, 0) PO (m). (3.1)

j=1

Early investigators (e.g., Duvall et al. 1986) commonly used Legendre polynomi-
als, whereas now one often uses the Ritzwoller-Lavely formulation of the Clebsch-
Gordan expansion (Ritzwoller & Lavely 1991) where the basis functions are poly-
nomials related to the Clebsch-Gordan coefficients. In either case, the coefficients
a; are referred to as a-coefficients or splitting coefficients. Solar structure is de-
termined by inverting the mean frequency vy, while the odd-order coefficients

ai, as, ... depend principally on the rotation rate (Durney et al. 1988) and reflect
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the advective, latitudinally symmetric part of the perturbations caused by rota-
tion. Hence, these are used to determine the rate of rotation inside the Sun. The
even order a coefficients on the other hand result from magnetic fields and as-
phericities in solar structure, and the second order effects of rotation (e.g., Gough
& Thompson 1990; Dziembowski & Goode 1991).

One conclusion that can be drawn unequivocally from previous studies of the
changes in solar structure is that any changes deeper than those in the outermost
layers of the Sun are very small, and hence very difficult to detect through their
signatures in oscillation frequencies. Chou & Serebryanskiy (2005) used a smooth-
ing technique to attempt to remove the effect of surface variations, and found that
the scaled frequency differences showed evidence of change near the base of the
convection zone, but could not say more about the physical nature of the changes.
Attempts to invert the frequencies directly have never shown any changes larger
than the inversion errors (e.g., Basu 2002; Eff-Darwich et al. 2002). Therefore,
although current helioseismic instruments have determined the solar oscillation
frequencies with tremendous precision, statistical errors in those frequencies are
still too large to make any direct detections of structure changes in the deep inte-
rior.

In this work, we take a somewhat different approach to attempting to detect
changes at the base of the convection. We use Principal Component Analysis
(PCA) to separate the frequency differences over the last solar cycle into a lin-
ear combination of different time-dependent components. This has the effect of
decreasing the effects of measurement errors in the measured helioseismic frequen-
cies, which allows us to isolate as precisely as possible the changes in frequency
over time. In section 3.2, we describe the data used, and the methods employed to

analyze them. In section 3.3, we present the results in detail. Finally, in section
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3.4 we discuss the significance of the results and present our conclusions.

3.2 Data & analysis

3.2.1 Data

For this work, we use helioseismic global-mode data sets from two different projects,
one from the Michelson Doppler Imager (MDI) on-board the SOHO spacecraft, and
the other from the Global Oscillations Network Group (GONG). The MDI mode
sets consist of frequencies and splittings obtained from 72-day long time series
(Schou 1999). We use 54 of these sets, spanning the period from 1996 May 1 to
2007 May 16. The GONG mode sets are derived from 108-day time series (Hill
et al. 1996). Although GONG provides sets that overlap in time, we only use non-
overlapping sets in the present work. We use 40 sets from the period 1995 May 7
to 2007 April 14. Because the two sets are from completely different instruments
and independent data reduction pipelines, any real solar signatures should show
up in both sets. The f-modes do not sample the deep interior and are dominated
by surface effects, so we exclude them from our study. The n = 1 modes have
larger errors than the higher order modes, and so we exclude them as well. The
included modes are low and intermediate degree modes up to £ = 176, with order
n from 2 to 16.

As a proxy for total solar activity, we use the 10.7cm radio flux measurements
taken by the Dominion Radio Astrophysical Observatory (DRAQO). This measure-
ment has been found to be very tightly correlated with solar activity (e.g., Tapping
1987). We average the Fo7 measurements over 72-day periods for comparison with
MDI data, and 108-day periods for comparison with GONG data. For latitudi-

nal structure in surface activity, we use the surface magnetic field, taken from
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SOHO/MDI synoptic maps !. The magnetic field strengths are averaged over the

same 72-day periods as the Fig7 data, and over the appropriate ranges in latitude.

3.2.2 Method

We use Principal Component Analysis to describe the temporal variations of the
weighted frequencies as a small number of uncorrelated basis functions. The use of
PCA is a common technique in multivariate data analysis to reduce dimensionality
and expose underlying variables (see F. Murtagh & A. Heck 1987, Chapter 2, for
a discussion of its astrophysical applications). A brief description of the method
and discussion of its limitations is included in the Appendix. PCA is a technique
whereby a set of observations is expressed as a set of uncorrelated vectors. The
usefulness of the technique arises from the fact that variation of the data about
the first vector is maximal, and about the second vector, maximal subject to the
constraint that it be orthogonal to the first vector, and so on. In other words, PCA
provides a very efficient linear representation of a data set, and it is able to sub-
stantially reduce the dimensionality of the data set without losing any significant
information.

It has been known for many years that the frequencies of the solar global
modes of oscillation change with the solar activity cycle. With the arrival of high
quality measurements of intermediate degree modes, it is clear that the amount of
frequency shift over the solar cycle is dependent on the mode. Each mode has an
associated mode inertia E,;. Frequency differences can be scaled by the quantity
Qne = Ene/Eo(vpe), where Eg(vye) is the inertia of the £ = 0 modes interpolated

to the frequency of the (n,{) mode (Christensen-Dalsgaard & Berthomieu 1991).

IMDI synoptic maps of Carrington rotations can be found at
http://soi.stanford .edu/magnetic/index6.html
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This scaling accounts for the fact that the frequencies of modes with lower inertia
are changed by a larger amount than modes with a higher inertia by the same
underlying perturbation. When scaled in this way, the degree-dependence of the
frequencies over the solar cycle largely vanish, and the frequency changes become
slowly varying functions of frequency only (e.g., Chaplin et al. 2001; Basu 2002).
Our data points are the scaled frequency differences Qp,¢0vy¢/Vne. For the MDI
observations, there are 54 total mode sets in our work, which, when one is removed
to be used as the base set, gives us 53 sets of scaled frequency differences. There are
40 mode sets in our GONG data set, or 39 difference sets. Because the PCA method
requires a complete covariance matrix (see the Appendix), we can only include a
mode if it is present in all mode sets. This dramatically reduces the amount of
usable information, particularly since many excluded modes are missing in only
one or two sets out of 53. For these modes, it is possible to interpolate a value
for the missing frequency differences. In this case, because most of the frequency
differences for the mode in question will be actually observed, any errors introduced
through the interpolation will have a negligible effect on the PCA results. We
tested two interpolation methods — one a spline interpolation along ridges in the
{-v diagram (interpolated from modes with the same radial order n), and the
other a linear interpolation between neighboring modes in time. When tested
against existing modes, the interpolation along time proved superior, reproducing
the actual data to better than a factor of 1.20, while the interpolation along
the ridge results had a 20 distribution. Therefore, only results using the time
interpolation are discussed in this paper, but the PCA results using interpolation
over degree were entirely consistent. Finally, to ensure that the PCA is robust,
Monte Carlo simulations were performed to ensure that the exclusion of certain

modes would not affect the results. The PCA analysis of these data appears to be
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very robust. Errors in the PCA components were computed by means of a Monte
Carlo simulation.

In addition to the mean frequencies v, which contain information about the
spherically symmetric part of the solar interior, we have the even-order splitting
coefficients ag;(n, £), which allow us to reproduce mode frequencies as a function
of latitude. Latitudinal frequencies as a function of colatitude 6 can be obtained

as follows:
éagk n 5

Vne(0) = Vne + Z O ng(cose), (3.2)

where Q. are the angular integrals given by
27 T 1
/ do / sin 0dOY;"(Y;™)* Py (cos ) = zge,mg(?(m), (3.3)
0 0

and Pyg(cosf) are Legendre polynomials of degree 2k, and the PQ(? are the same
polynomials as in equation 3.1.

Ultimately, we are interested in helioseismic data for what they can tell us
about the solar interior. To extract this information, we invert these data sets for
the parameters of interest. We use two different inversion techniques, and invert
for the change in sound speed relative to the comparison frequency. The first tech-
nique used is Subtractively Optimized Local Averages (SOLA Pijpers & Thompson
1994). A description of the implementation used here, and how to select inversion
parameters can be found in Rabello-Soares et al. (1999). The second inversion
technique is that of Regularized Least Squares (RLS). The implementation used
here and the selection of inversion parameters have been discussed in Antia &
Basu (1994) and Basu & Thompson (1996). The use of these two techniques in
tandem is crucial because the techniques are complimentary in nature (Sekii 1997).

Inversions can be trusted if both inversion techniques return the same results.
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The quantities which we invert are appropriately scaled eigenvectors from the
PCA of the frequency differences. The differences are taken relative to some fiducial
set, usually the first mode set (corresponding to activity minimum at the beginning
of solar cycle 23). The eigenvectors, 5:, are normalized so that é; 5_; = 1. Each data
set is the vector Z(t) that contains the individual mode frequencies Qnedvne/Vne.
These data can be represented as a linear combination of the the eigenvectors with
coefficients given by ¢;(t) = >_, &i;x;(t) (see the Appendix). The scaled eigenvector
ci(t)é, therefore, has a physically reasonable magnitude, and in all following cases,
it is this quantity that we invert. In general, we choose the coefficient with the
largest magnitude, which represents the largest variation in sound speed. This

coefficient is usually the one associated with the set at maximum activity.

3.3 Results & discussion

3.3.1 Mean frequencies

We have performed the PCA decomposition of the MDI mean frequencies with
respect to the first set (set #1216, start day 1996 May 1, end day 1996 July 12).
This is a low activity set. The first four eigenvectors 51 — 5_;1 are shown in Fig. 3.1,
both as a function of frequency and of the lower turning point of the modes. The
scaling coefficients for the first four eigenvectors are presented in Fig. 3.2. Also
shown in the figure is the difference in the 10.7 cm radio flux between the first set
and the subsequent sets.

When plotted as a function of frequency, the first eigenvector 51 appears to
be almost entirely due to near-surface effects — it seems to be a slowly varying
function of frequency only. As a function of r;, however, a change in the average

level of the frequency differences can be seen below the base of the convection zone
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Fig. 3.1.— The first four eigenvectors for the MDI data set are shown. The
base set is #1216 (1996 May 1). The left-hand panels show the eigenvectors as
a function of frequency, and the right-hand panels show them as a function of
the lower turning point of the mode. The vertical line shows the position of the
base of the convection zone. The vertical axis units are arbitrary (the vectors are
normalized so that 5_; . 5, = 1). The error bars show representative errors calculated
using a Monte Carlo simulation.
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(around r =~ 0.713R; — marked by a vertical line in Fig. 3.1). This implies a
time dependent change near the base of the solar convection zone. We conclude,
therefore, that there is a statistically significant component of the frequency vari-
ability picked out by 5 that does not originate at the surface. The coefficients for
{1 are tightly correlated with the 10.7cm radio flux, a proxy for surface activity;
the correlation coefficient is 0.99. A linear regression fit to the change in radio flux
relative to solar minimum, AFyg7, gives the relation between the 10.7cm flux and

the coeflicients of 5_1 as:

¢ = (253 x 107 £3.13 x 1078)AFj07 +3.95 x 107° £ 1.6 x 107*. (3.4)

Thus, all changes, as manifest by f_i, are tightly correlated with surface magnetic
activity.

The second eigenvector, é, also shows variability over the solar cycle. Com-
paring it as a function of v and of ry, it is clear that the structure is neither a pure
function of frequency nor of lower turning point. The first four obvious downturn
features correspond to modes of order n = 2, 3, 4, and 5. As a function of 7y, it
seems clear that the structure is concentrated at or near the surface. However,
the differences can not be fit by the usual “surface term”, and further examina-
tion reveals that it cannot be fit even by higher-order surface terms of the form
considered in Brodsky & Vorontsov (1993) and Antia (1995). The coefficients for
{2 offer some hint as to what is going on. They exhibit no obvious solar cycle
dependency, but rather seem to be a roughly linearly decreasing function of time.
There does not seem to be any periodicity on a scale of eleven years or shorter.
Larson & Schou (2008) have undertaken an in depth study of the systematics in the

MDI data reduction pipeline. The plate scale in the MDI instrument has changed
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Fig. 3.2.— The scaling coefficients for the first four eigenvectors are shown as
points. They are shown as a function of time (the start date of the MDI mode
sets). The dotted line is the change in 10.7cm radio flux with respect to the
beginning of the solar cycle. The units are Solar Flux Units (SFU).
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slightly over the course of SOHO’s mission, and they have shown that the effect
of the resultant error in the measured radius introduces errors that look exactly
like the 52 eigenvector computed in this work. We do not believe, therefore, that
the features in 52 are solar in origin, but are rather artifacts from the MDI data
reduction pipeline. As we will show below, analysis of GONG data confirms our
belief.

The third and fourth eigenvectors, 53 and 5:1 do not exhibit any significant
structure at all. The vector 53 shows a slight trend with frequency, but the scaling
coefficients c; are normally distributed, and we cannot identify any physical signif-
icance in this eigenvector. The remaining eigenvectors are statistically consistent
with Gaussian noise distributed around zero. We conclude, therefore, that the
temporal variation of the MDI frequencies is dependent on a linear combination
of 51 and 52 alone. In Fig. 3.3, we show two data sets reconstructed from the first
two eigenvectors. This figure shows that the PCA decomposition does indeed ac-
curately capture the original data while significantly reducing the random scatter
in the data. The residuals normalized by the errors are plotted, and are consistent
with Gaussian noise, with distributions of 1.1¢ and 0.9¢ for the two cases. Having
confirmed that the third and subsequent eigenvectors are Gaussian noise, we do
not consider them further in this paper. This reduction in noise is important for
attempting to invert the small signatures we are looking at here.

The fact that the PCA is applied to a set of mode sets relative to a single base
set raises the possibility that we are unduly influenced by the choice of that base
set. We therefore repeat the PCA taking a base set from halfway up the solar
cycle: MDI set #2224 (start date: 1999 February 3, end date 1999 April 16, and
an activity level during the 72 day period of Fior = 130.7 SFU). The eigenvectors

are consistent with those obtained from the base #1216 set insofar as their inner
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Fig. 3.3.— To demonstrate that the PCA representation of the data does indeed
capture the actual data, we present two reconstructed data sets and compare them
to the actual data. Two frequency difference sets are examined: sets #3160 (2001
August 27, panel a) and # 4528 (2005 May 26, panel b), both with respect to #
1216. At left, the frequency differences are plotted (panel (c) for set #3160 and
panel (d) for set #4528). The actual data is shown in red, and the reconstructed
data set using 51 and §; are overplotted in black. The residuals, normalized by
the errors in the measurements, are binned and shown against a Gaussian curve
to show that the information which has been removed is statistically random.
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products are close to unity. We conclude, therefore, that the PCA results are not
unduly influenced by the choice of base set.

The mode parameters measured from GONG data are somewhat noisier than
those measured from MDI data. Nevertheless, a similar analysis of the GONG
data allows us to confirm results obtained from MDI data. The first two eigen-
vectors from the GONG observations are shown in Fig. 3.4. As with the MDI
data, 51 plotted against r; shows some structure in the deep interior. The second
eigenvector, 52, shows no more structure than the MDI 5—;;, eigenvector, and the
remaining eigenvectors appear to be Gaussian noise, reinforcing our conclusions
that the structure in f_é from the MDI data set is instrumental in origin.

We invert the appropriately scaled 51 eigenvectors to determine the change in
the sound speed as a function of radius. We show the results of the inversion of the
5’1 vector with the #1216 base set in Fig. 3.5. This vector has been scaled by the
coefficient for set #3160 (start date: 2001 August 27) in order to give the inversion
results physical meaning. It is readily apparent that at a depth of r = 0.713Rg,
near the location of the convection zone base, there is a change in the sound speed.
This feature is well matched in both the RLS and the SOLA inversions, which
implies that the feature is actually present in the data. The depression in sound
speed at the base of the convection zone with increasing activity is matched with
a corresponding enhancement below the convection zone. We invert the GONG
data as well. The inversion results are shown in Fig. 3.5. There is a clear feature
at the base of the convection zone, as seen with MDI data. The presence of this
feature in the data of an independent instrument with an independent reduction
pipeline is very encouraging — it strongly implies that the changes implied by the
inversions are present in the Sun itself rather than artifacts in the data. Figure

3.5 shows the difference in sound speed between two extrema in the solar cycle.
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Fig. 3.4.— The first two eigenvectors for the GONG data sets plotted as a function
of frequency (the left-hand panels) and as a function of the lower turning radius
(the right-hand panels). The first eigenvector €1 shows a signature similar to the
one seen in the MDI data, albeit much less obviously. The eigenvector f; shows
no structure, unlike the equivalent eigenvector for MDI, implying that the MDI .5;
is an instrumental artifact.
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Fig. 3.5.— Inversion for sound speed of the 51 eigenvector. The top panel shows
the inversion of the MDI data. The lower panel shows the inversion of the GONG
data. The solid cyan line is the result from the RLS inversion (the dotted lines are
the vertical error bounds). The red points are the results from the SOLA inversion.
The horizontal dashed line is the zero-point. The vertical dashed line represents
the location of the base of the convection zone. At the convection zone base, the
MDI inversion results show a clear depression in sound speed at high activity (the
sense of the inversion is low activity minus high activity) and an enhancement in
the tachocline region. The depression is matched in the GONG inversion results.
The location of this feature, though slightly deeper, is within the horizontal errors
of the MDI result.
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To show how the interior changes with time, in Fig. 3.6 we show the sound speed
inversions at three radii as a function of AFig~.

We confirm, therefore, that the signature in mode frequencies is consistent with
a change in structure at the base of the convection zone. Other authors have looked
for changes in this region, but have not found any changes. The change that we
have detected, while statistically significant, is very small, and it is only with the
benefit of an entire solar cycle’s worth of high precision observations that we can
detect changes at this level. Basu & Antia (2001) examined the mode frequencies
for evidence of a change in the location of the base of the convection zone. They did
not detect any change, and the sound speed profile that we find in Fig. 3.5 is very
different from the one they expected from a change in the base of the convection
zone. This implies that, even if the change we are detecting is thermal in nature,
it is unlikely to be related in any way to a change in the position of the base of
the convection zone.

These inversions have been done assuming that the frequency differences are a
result of a change in sound speed only. It is almost certain, however, given how
tightly correlated this change is with solar activity, that the observed changes are
related in some way to changes in the internal magnetic fields. What we have
really inverted for, therefore, ié a change in the wave speed. If we assume that the
entire change is due to a change in the wave propagation speed due the presence
of magnetic fields, in other words that dc?/c? =~ v%/c?, as in Basu et al. (2004),
we can obtain a value for B. The change at the base of the convection zone is
5c?/c? = (7.23 4 2.08) x 107>, which implies a magnetic field strength of 290 kG.
This is consistent with the results of earlier authors — Goode & Dziembowski
(1993) placed an upper limit of IMG on the toroidal field at the base of the

convection zone, and Basu (1997) found that the magnetic field in this region
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Fig. 3.6.— Change in inferred sound speed as function of activity level (10.7cm
radio flux) is shown for different radii around the base of the convection zone. The
shaded regions show the errors for each set of inversions.
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could not exceed 300kG. Chou & Serebryanskiy (2002) found somewhat stronger
fields (400 to 700kG).

3.3.2 Latitudinal changes

The MDI and GONG data sets also contain splitting coefficients. The even-order
coefficients contain information about the non-spherically symmetric structure in
the solar interior. Because the surface manifestations of solar activity are strongly
latitudinally dependent, we have used these coefficients to study the temporal vari-
ability of structure at different latitudes. The frequencies corresponding to different
latitudes are computed using equation 3.2. The PCA procedure is performed for
each latitude as was done with the mean frequencies, and as usual is done with
respect to set #1216. The first eigenvector for six different latitudes is shown in
Fig. 3.7. When plotted as a function of frequency, the latitudes from the equator
to 30° show a similar frequency dependence as in the case of the mean frequencies
in Fig. 3.1. When plotted as a function of r;, we see change at and below the con-
vection zone base. The higher latitudes show no structure, and the eigenvectors
for these latitudes are consistent with Gaussian noise. The scaling coefficients for
each latitude as a function of time are shown in Fig. 3.8, along with the surface
magnetic field. Like the scaling coefficients for the mean frequencies shown in Fig.
3.2, the latitudinal scaling coefficients closely follow the surface activity.

We show the sound speed inversions for the equator, 15°, 30°, and 45° in Fig.
3.9. The errors in the eigenvectors are larger here than for the mean frequencies,
in large part because each frequency is a combination of mean frequency and
splitting coefficients, each with their own errors. Nevertheless, there are several
points of interest in these inversions. The first is a clear sound speed change

for radii greater than approximately r = 0.86R at 15° and the equator. The
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Fig. 3.8.— The scaling coefficients are plotted as a function of time and latitude.
The top panel shows the coefficients for each individual eigenvector € (). The
bottom panel shows the scaling coefficients for all the latitudes as a function of the
5(15"). This shows how the changes represented by that eigenvector change as a
function of both time and latitude. The average unsigned magnetic flux from MDI
Carrington rotation synoptic maps over each 72-day period is shown in contour.
The contours are spaced every 52G, with the lowest at 56.5G. The vertical bars in
1998 are gaps in MDI coverage due to spacecraft problems.
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change seen in the SOLA inversion results is well matched in this region by the
RLS inversion results, and the significance of the change approaches 2. There is
the possibility, though less statistically significant, of a change at greater depth,
i.e., approximately r = 0.82R;. At 30°, a change in sound speed through the
tachocline is seen in the RLS results, but it does not appear to be as clear in the
SOLA results.. It is unclear whether or not this result is statistically significant.
At latitudes of 45° and higher, the inversion errors become large, and the inversion
results themselves become extremely sensitive to the inversion parameters. We
conclude that there are no structural changes in the solar interior at or above a
latitude of 45° large enough to be present in our data sets.

We have also analyzed directly the change in solar structural asphericity over
the course of the solar cycle, by taking the scaled frequency differences of high
latitudes with respect to the equator. For this analysis, therefore, we have 54
mode sets at each latitude. The difference is equator—latitude. Figure 3.10 shows
the 51 eigenvectors for five different latitudes with respect to the equator. Clearly,
the signal to noise in these data is worse than either the latitudinal frequencies
or the mean frequencies, but radial structure is discernible in the eigenvectors for
the equator relative to 15°, 30°, and 45°. In fig. 3.11, the scaling coefficients for
the asphericity terms are shown. There is an evident phase delay in the scaling
coefficients of 15° and 30° with respect to the equator. This is expected from Fig.
3.8. The scaling coefficients for higher latitudes (45° and 60° with respect to the
equator) show no structure except for an abrupt change from mostly positive to

negative, corresponding closely to the peak of the solar activity cycle.
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extremely unstable to the choice of inversion parameters. At 15° and the equator,
a significant (about 20) enhancement in sound speed at high activity is observed
above approximately r = 0.98R. As before, the vertical dashed line indicates the
position of the base of the convection zone (r = 0.713Rg).
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Fig. 3.11.— The scaling coefficients for the asphericity eigenvectors are shown.
The dotted line is the Fio» flux. The 0° — 15° and 0° — 30° both show a phase
shift, consistent with the butterfly diagram from Fig. 3.8. The higher latitudes
show a distinct change from mostly positive to negative at high activity.
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3.4 Conclusions

We have analyzed the changes in solar oscillation frequencies over the course of
solar cycle 23. In order to reduce the effects of measurement errors and detect
the faintest signatures of solar variability possible, we have employed a Principal
Component Analysis of the frequencies. The mean frequencies are known to vary
over the solar cycle, and this variation is known to be tightly correlated with surface
activity. We have found this correlation as well.

In addition to the frequency dependent change which these earlier authors have
detected, we have found a small but statistically significant change in modes with
turning points at or below the convection zone. This confirms the result of Chou &
Serebryanskiy (2005). This signature is present in both the MDI and the GONG
data sets. We have inverted these results to obtain the difference in sound speed,
and we have confirmed that there is a change in solar structure at the base of
the convection zone over the course of the solar cycle. The measured change at a
radius of r = (0.7127399%%) Re is 6¢2/c? = (7.23 £ 2.08) x 1075, where the errors
in radius are a measure of the resolution of the inversion taken from the first and
third quartile points of the inversion kernel.

We have also used the splitting coeflicients to investigate how the changes in
structure vary over latitude. We have found that the changes in the solar interior
are tightly correlated with the latitudinal distribution of surface activity. The most
statistically significant changes detected in the analysis are changes in sound speed

in the outer fifteen percent (by radius) of the solar interior.
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Chapter 4

Solar Magnetic Field Signatures
in Helioseismic Splitting

Coeflicients

This chapter is adapted from the paper of the same title originally published in the
Astrophysical Journal as Baldner, C. S., Antia, H. M., Basu, S., & Larson T. P.,

2009, 705, 1704.

4.1 Introduction

In the previous chapter, we discovered a change in the structure of the convection
zone which we argued was related to solar activity. Since solar activity is fun-
damentally magnetic in nature, the natural next question is what magnetic fields
could be responsible for this change? In this chapter, we use helioseismology to
study the global scale internal magnetic fields over the course of solar cycle 23. We

do this by directly computing the effects of various axisymmetric magnetic fields

65
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on the helioseismic splitting coefficients.

Helioseismology is the most powerful tool available to solar physicists to study
the interior of the Sun. The oscillation frequencies have been used to study the
structure and dynamics of the solar interior with great precision. Magnetic fields,
however, have proved to be much more challenging. There are a number of im-
portant difficulties in dealing with magnetic fields in a helioseismic context. The
magnitudes of the signatures in the data are quite small, making statistically sig-
nificant measurements challenging. Secondly, the interpretation of data is very
difficult. The physics of wave propagation in the presence of magnetic fields is far
more complex than in the non-magnetic case. Further, the geometry of the under-
lying field strongly affects the signatures in helioseismic global mode frequencies,
meaning different field configurations and strengths can be difficult to distinguish
from their helioseismic signatures. Even worse, Zweibel & Gough (1995) showed
that because magnetic fields act on mode frequencies both by perturbing the ther-
mal structure of the Sun and by changing the wave propagation speeds directly,
there is a degeneracy between magnetic field effects and other thermal perturba-
tions which cannot be distinguished a priori from helioseismic data.

In this work, we exploit the fact that we have much more helioseismic data
than previous investigators had access to, and try to get a coherent picture of
sub-surface solar magnetic fields and their temporal evolution. We extend the
work of Antia et al. (2000), who considered toroidal magnetic fields, to include
poloidal fields. This means that we can, in principle, consider any axisymmetric
magnetic field configuration. We compute the effects of a wide variety of magnetic
field configurations on the ay splitting coefficients, and compare them to a solar
cycle’s worth of MDI data. It is not clear if the solar magnetic field has large

scale structure of the form we assume or whether it is in a tangled state due to
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turbulence in the convection zone. Since the effect of magnetic field manifests itself
through a quadratic term in magnetic field, our estimate may also be applicable

to tangled field with some degree of approximation.

4.2 Perturbations to solar oscillation frequencies

The frequencies of normal modes of oscillation vy, are degenerate in m in the
case of a spherically symmetric star. Departures from spherical symmetry lift this
degeneracy. When the departures from spherical symmetry are small, as they are
in the case of the Sun, the differences in frequency for different values of m will be
small, and it is natural therefore to express the normal mode frequencies in terms

of the mean frequency of the multiplet v, and splitting coefficients a;:

Jmax

Vnem = vng + 3 _ az(n, £) P (m). (4.1)
j=1

As is common in the current literature, the polynomials ’P]@)(m) are the Ritzwoller-
Lavely formulation of the Clebsch-Gordan expansion (Ritzwoller & Lavely 1991).
The odd-order splitting coefficients are caused by the rotation of the Sun, and will
not be directly considered in this work. The even-order coeflicients are caused by
second order effects of rotation, and by the effects of magnetic fields or any other
departure from spherical symmetry in the solar structure. In this work, we treat
rotation and magnetic fields as perturbations on the spherically symmetric case,
which allows us to avoid explicitly constructing a model of a rotating, magnetized
star. The formalism was developed by Gough & Thompson (1990) and Antia et al.
(2000) extended the formalism to include the perturbation to the gravitational

potential (i.e., to relax the Cowling approximation) and to include differential
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rotation.

The first order correction to the mode frequencies due to rotation affects only
the odd-order splitting coefficients. These effects are due to the perturbation of the
mode frequencies by advection of the waves. The second order correction affects
only the even-order splitting coefficients, and is caused by the perturbation to the
eigenfunctions and the centrifugal force. The odd-order coefficients can be used
to determine the rotation profile Q(r) (Thompson et al. 1996; Schou et al. 1998),
which can in turn be used to compute the second order rotation correction (Antia
et al. 2000) to the even-order coefficients. This correction needs to be made if the
magnetic perturbation is comparable in size to second order rotation effect, which
appears to be the case (Gough & Thompson 1990; Antia et al. 2000).

In this work, we consider two different axisymmetric magnetic field configura-
tions: toroidal and poloidal. Following Gough & Thompson (1990), the toroidal
field is expressed in the form

B = 0,0,a(r)%Pk(COSG) , (4.2)

where P, are the Legendre polynomials of degree k and a(r) describes the radial
profile of the magnetic field. We consider only even values of k to ensure antisym-
metry about the equator, consistent with the observed field at the surface. The

poloidal field is assumed to be of the form

B = |[k(k+ 1)?—7§£—)P;€(cos 6), %iigipk(cos 6),0], (4.3)

where b(r) describes the radial profile of the magnetic field. In this case we use
only odd values of k to ensure that the field is antisymmetric about the equator.

With appropriate combinations of these two fields we can, in principal, represent
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any axisymmetric magnetic field.

The effect of these magnetic field configurations on the frequency splittings
of p-modes is calculated using the formulation of Gough & Thompson (1990);
Antia et al. (2000). There are two ways in which the magnetic field can affect
the frequencies, one is the so-called direct effect due to the additional force, and
the second is the distortion effect due to the equilibrium state being distorted
from the original spherically symmetric one. Both these effects are included in all
calculations. These formulations treat the effect of these magnetic fields separately.
Unfortunately, the effect of magnetic fields is not linear and hence strictly the
contributions from two different configurations cannot be added. In principle, there
will be some cross-terms when the combination of toroidal and poloidal fields have
a region of overlap in the solar interior. In this work, we neglect these terms and
add the contributions from toroidal and poloidal fields to get the total effect. We

expect the cross terms to be small.

4.3 Data

The data we use for comparison are 72-day mode parameter sets from the Michelson
Doppler Imager (MDI) on the SOlar and Heliospheric Observatory (SOHO). We
use mode parameter sets from the corrected pipeline described by Larson & Schou
(2008). The original MDI analysis pipeline (Schou 1999) did not take into account
a number of instrumental effects which introduced secular trends in the mode
parameter sets. In particular, the plate scale of the MDI instrument has changed
somewhat over SOHQ’s mission, and this results in an apparent change in the
solar radius if not properly corrected in the analysis. Baldner & Basu (2008)

found a signature in the mean frequencies which became increasingly significant
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over the course of the solar cycle. A repetition of that work with reanalyzed mode
parameter sets removed this effect completely (Baldner et al. 2009). The splitting
coefficients, which we focus on in this work, suffer from similar instrumental effects
as the mean frequencies, and hence we use the reanalyzed data in this work.

We include 56 mode sets which cover solar cycle 23. The mode sets are identified
by the MDI start day, beginning with set #1216 (start day 1 May 1996), and
ending with set #5320 (start day 27 July 2007). The coverage begins and ends at
low activity, with a 10.7 cm radio flux of 72.7 SFU for the first set and a flux of
69.1 SFU for the last set. The highest activity set, #3160 (start day 27 August
2001), has a 10.7 cm flux of 223.9 SFU.

We fit only the a, splitting coefficients, as the higher order splitting coeffi-
cients have larger errors, and as such did not distinguish well between different
field configurations. The rotation profile determined from the odd-order splitting
coefficients (Antia et al. 2008) was used to calculate the second-order contribution

to the even-order coefficients, and this contribution was subtracted from the data.
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Fig. 4.1.— Splitting coefficients fas due to poloidal magnetic fields. The left hand
panels are shown as a function of frequency v, the right hand panels are shown
as a function of lower turning radius ;. The four configurations shown have peak
field strengths of 1 G at the surface. The fields have four different values of k. To
facilitate direct comparison with later figures, only modes measured in the MDI
data (specifically, the high activity set #3160) are plotted.
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4.4 Results

4.4.1 Models

In Fig. 4.1, we show the second splitting coefficient for four different poloidal
field configurations. The actual quantities plotted are aq, both as a function of
frequency v and as a function of the lower turning radius of the modes, r,. The

radial profile in this case is taken to be

b(r) = Bor™*, (4.4)

where By is a constant which determines the peak field strength and r is the radial
distance measured in units of solar radius. The models shown in Fig. 4.1 all have
a peak strength of B = 1 G (note that they do not all have the same value of By).
The most obvious difference between different order poloidal fields is that for the
k = 1 field the splitting coefficients are all positive, whereas for the higher order
fields they are largely negative, although the shallow modes have positive as.

The toroidal field we employ is similar to that used by Antia et al. (2000), with

a radial profile given by

a(r) = 8mplo (1—(7310)) iffr = rof < do (4.5)

0 otherwise
where p is the gas pressure, 3 is the ratio of the magnetic to gas pressure at
ro, and rg and dy are position and width of the field. As is the case for the
poloidal fields, the toroidal field corrections are linear in magnetic field strength
squared. Excepting field strength, therefore, our toroidal fields are described by

three quantities: the order of the Legendre polynomial &k, which determines the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



73

latitudinal distribution of the field, the central radius rg, which determines the
location, and the width dy. Figure 4.2 shows the splitting coeflicients due to
toroidal fields with different values of k& but the same radial profile (in this case,
Bo = 1074, ro = 0.999R, and dy = 0.001Ry). For the ay coefficient, the order
k of the field makes very little difference except to the scale of the perturbation
— increasing k for the same 3y effectively increases the total amount of flux, but
except for this effect, the ay coefficients are not sensitive to different latitudinal
distributions. For the remainder of the work, therefore, we restrict ourselves to

k = 2 fields.

100}

501

fa, (nHz)

100}
ig, 50}
K
ok
0.2 04 06 0.8 0.2 04 06 038 0.2 04 06 038 0.2 04 06 0.8
m/Rg m/Re r/Ro m/Re

Fig. 4.2.— Splitting coefficients £ay due to toroidal field with different latitudinal
distributions. The upper panels show the coeflicients as a function of frequency
v, the lower panels show the coefficients as a function of lower turning radius 7.
All the results are with 3y = 107*, 79 = 0.999R, and dy = 0.001Rg. Only modes
present in the MDI data have been plotted.

Figure 4.3 shows the splitting coefficients fay for near-surface toroidal fields
with different central radii rg and widths dy as a function of frequency. Figure 4.4
shows the same, but as a function of the lower turning radius, r,. The behavior

of the splitting coefficients is not surprising. In general, the fields which penetrate
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below the surface show oscillatory behavior as a function of frequency similar to
that seen in mode frequency (Gough 1990; Gough & Thompson 1990) and used
by Roxburgh & Vorontsov (1994); Basu et al. (1994) and others to study the con-
vection zone base. The period of these oscillations is related to the acoustic depth
of the perturbation in the structure. Decreasing the depth of the perturbation
lengthens the period of the oscillatory behavior. Fields which are confined near
the surface, on the other hand, do not exhibit oscillatory behavior, but instead
resemble the ‘surface term’ correction which is removed in structure inversions
(e.g., Dziembowski et al. 1990; Antia & Basu 1994). Increasing the width of the
perturbation smears out the oscillatory signature, as seen in Fig. 4.3. Because all
the modes sampled have lower turning radii below the magnetic fields considered
here, there are no obvious signatures in the splitting coeflicients as a function of
T

In addition to fields near the surface, in Fig. 4.5, we show the splitting coeffi-
cients due to some toroidal fields located at the base of the convection zone. The
fields shown differ only in the width dy of the fields. Unlike the surface fields shown
in previous figures, the deep field signatures show both positive and negative split-
ting coefficients. These models are most interesting as a function of lower turning
radius r;. The splitting coefficients are positive above the center of the magnetic
field, and negative below the center of the magnetic field. Further, as the width
of the field is increased, the width of the perturbations to the splitting coefficients

(when plotted against r;) increases as well.
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Fig. 4.3.— Splitting coefficients £ay due to near-surface toroidal magnetic fields, as
a function of frequency v. The results are shown for k = 2 with five different values
of central radius ro (from 0.996Rg to Ry), and three different values of the width
of the field dy (0.0001,0.001, and 0.005)R. Only modes present in the MDI data
have been plotted.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



76

T T T T T T T T T

ro=0996R, 1,=099TR, 14=0998R, ry=0999R, 7o =1.000R,

150} 4, =0.0001R, |
100+

fa, (nHz)

{0, (nHz)

02040608 02040608 02040608 02040608 02040608
Tt/RO T't/Re "'t/Ro Tt/Re Tt/Ro

Fig. 4.4.— Same as Fig. 4.3, but plotted as a function of the lower turning radius

Tt.
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Fig. 4.5.— Effects of toroidal magnetic fields at the base of the convection zone on
the fas splitting coefficients. Results for two magnetic field configuration with k =
2, 70 = 0.71Rg and By = 1074 are shown. The fields have widths of dy = 0.01 R
and dy = 0.1Rg for the top and bottom panels, respectively. Left hand panels
show the splitting coefficients as a function of frequency v, right hand panels show
the splitting coefficients as a function of lower turning radius r;. Only observed
modes have been plotted.

The a4 splitting coefficients due to various poloidal and toroidal fields are shown
in Fig. 4.6, which shows the results for two poloidal fields, the k = 3 and k = 7
fields, as well as two toroidal fields with different values of k (k = 2 and k = 8),

each with ro = 0.999R; and dy = 0.001Rs. The k = 1 field has essentially no

effect on the a4 splitting coefficients.

4.4.2 Fits to observed data

In order to choose the fields which best match the actual data, we have computed

the splitting coefficients for a large grid of field configurations, with fields through-
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Fig. 4.6.— Effects of various magnetic fields on the fa4 splitting coefficients, as a
function of both frequency v (left hand panels) and lower turning radius 7, (right
hand panels). The top two panels show the results for poloidal fields with k = 3
(panel a) and k = 7 (panel b). The bottom two panels show the results for toroidal
fields, both with By = 1074, 79 = 0.999R, and dy = 0.001Rg. Panel (c) is for a
k = 2 field and panel (d) for a k = 8 field. Only observed modes have been plotted.
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out the convection zone. For poloidal fields we varied & — the form of the radial
profile was found not to matter very much for the splitting coefficients, so long
as the field penetrated below the surface. For the toroidal fields, we varied the
location g, the width of the field dy, and the latitudinal distribution with k. The
range in ro was between 0.70Rg and 1.0Rg. The values for dy ranged from 1074 R,
to 0.2Rg. In order to judge goodness-of-fit, we use the x* statistic. For both the
poloidal and the toroidal fields, the perturbations vary linearly with the square of
the field strength, so to fit the field, we allowed the field strength to vary freely,
and chose the strength that minimized the x2. We have computed the x? for all
the field configurations in our grid, as well as for many combinations of two and
three different fields. The results we present below represent the best fits from the
entire grid of computed models.

The largest signal-to-noise ratio in ap is found at peak activity, and so the
highest activity set ought to be the easiest to fit. Comparison of different field
configurations with the splitting coefficients at high activity are shown in Fig. 4.7,
and the fits are shown both as a function of frequency and as a function of lower
turning radius. The residuals, normalized by the errors in the data, are also shown.
A fit to a k = 1 poloidal field is shown in panel (a). The reduced x? for this fit is 16,
and it is evident that the field does a poor job of reproducing the observed splitting
coefficients. Higher order poloidal fields are considerably worse, as an examination
of Fig. 4.1 will show — these fields perturb all the splitting coefficients negatively,
whereas the observed splittings are all positive. Panel (b) shows the effect of a
toroidal field situated near the surface. Although we attempted to fit toroidal
fields throughout the convection zone, fields not located very near the surface were
extremely poor fits to the data. The field shown in panel (b) is the best fit for a

single toroidal field, with ro = 0.999R and dy = 0.001Rs. The reduced x? is 5.
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The residuals are mostly without structure in r;, but are oscillatory in frequency, a
hint that there could be a second, somewhat deeper field. The splitting coeflicients
at peak solar activity cannot be well fit by either a toroidal field or a poloidal field
of the form considered by us.

The third field configuration shown (panel c) is a combination of a k = 1
poloidal field and a near-surface toroidal field (ro = 0.999R, dy = 0.001Rg — the
same field from panel (b)). This combination of fields yields a much better fit to
this data set, with a reduced x? of 2.8. Using a surface toroidal field instead of
a poloidal field does not fit the data as well, although it is an improvement over
the fit in (b), with a x? value of 3.5. Like the toroidal-only fit, the residuals are
more or less without structure in r;, but show oscillatory behavior in frequency.
The peak field strengths of the two fields are 133 G and 368 G for the poloidal
and toroidal fields, respectively. The residuals from this fit can be fit by a toroidal
field centered at ro = 0.996R, so in panel (d) we show the best fit to the data:
a k = 1 poloidal field with two toroidal fields, one centered at ro = 0.999R; and
another centered at 7o = 0.996 R,,. Both toroidal fields are k = 2 fields and have
widths dy = 0.001Rs. The poloidal field has a peak field strength at the surface
of 124 4+ 18 G, while the toroidal fields have peak field strengths of 380 30 G and
1.4 + 0.2 kG, respectively. The reduced x? of this fit is 1.7. Attempts to fit the
data with a single toroidal field which occupies the same region as the two fields in

this fit did not yield a good fit — the data seem to require a double peaked field.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



81

s + 43000
b) toroidal, k=2, 7, =0.989R ;|

[ dy=0001Rg, B =310 T 42500

2000 §
1500 5,
~. {1000 =

L L . 4 L I L L L il L L 1 L s

! T {3000
d)pol, k=1, By =128 G+ -
[ tor. o =0.889R ./l =2.8x40°] e {2500
L tor. 7y =0.096R . =6.5 x40~ Lo 2000 &
. IR R

c) polaidal, k=1, By =133 ¢+
25001 toreidal, k=2, rp =0.999R o
,%\ 2000F  dy =0.001Rg, By =23 >d0%

&N
=2
g

"
©

S

Codvrs

'

3

&lay Jo
<
i

62 04 06 08 10
T /Ro

02 04 0.6 08 L

3
v (mHz) /R

Fig. 4.7.— Fits to observed splitting coefficients faq for different magnetic field
configurations. Four different fits are shown, both as a function of frequency v
and as a function of lower turning radius r;. The data are shown in black, and
the modeled points in red. The residuals, scaled by the errors in the data, are also
shown below the comparisons. The data are the fay splitting coefficients from an
MDI 72 day mode parameter set, taken at the peak of solar cycle 23 (MDI set
#3160, start day 2001 Aug 27). Panel (a) shows a fit from a k = 1 poloidal field.
Panel (b) shows the fit from a near-surface toroidal field. Panel (c) shows the best
fit field combination with two fields to this data set — a combination of a dipole
poloidal field with a toroidal field located just below the surface (1o = 0.999R,
do = 0.001R). Panel (d) shows the best fit with three fields — the same poloidal
and toroidal field as in panel (c) (though with slightly different field strengths) and
another toroidal field at ro = 0.996 R, and a width of dy = 0.001R,.
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Figure 4.8 shows the ay4 splitting coefficients for two different data sets (#2224
and #3160), and the same models shown in Fig. 4.7 panel (d). The errors on
the data are large compared to the signal — thus the normalized residuals are
comparable to those for the ay coeflicients, but some other field configurations also
fit the a4 coefficients equally well, so we do not use them to constrain the field

configurations or determine the field strengths.
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Fig. 4.8.— Comparisons of data to models for fa4 splitting coefficients from two
different data sets. The field configurations are the same as from Fig. 4.7 (a). The
left hand panels are from set #2224, the right hand panels are from #3160. As in
the previous figure, data and model are shown both as a function of frequency v
and as a function of lower turning radius ;. The residuals are shown below the
data, and are normalized by the errors in the data. The model is obtained by
fitting only the ay coefficients.

Having fit the high activity set, we repeat the fits for all 56 sets in our study.
Figure 4.9 shows fits of the same k = 1 poloidal plus toroidal field combination to
six representative mode sets, covering the rise and fall of solar cycle 23. The first
set, #1216, is the first 72-day mode set from the MDI program, and is a low activity
set. Two rising phase sets are shown, #2224 and #2728, with 10.7 cm fluxes of
131.4 SFU and 187.3 SFU, respectively. The high activity set from Fig. 4.7 is

shown, and a declining phase set (#3952, Fio7 = 126.4) and a set from the current
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minimum (#4744). For all sets, the same combination of poloidal and toroidal
fields — but with differing field strengths — was found to be the best fit. The
residuals show the same structure with frequency.

No mode set in our study is well fit by any magnetic field at the base of the
convection zone. For low activity sets (10.7 cm flux of less than 100 SFU), we can
find an upper bound on the field that could be present in the data. For a field
centered at the base of the convection zone with k = 2 and dy = 0.01Rg, we find
that fields of up to 300 kG can be fit to the data, although this is an upper limit,
not a detection, since the models of that field strength or lower give the same x?
as a zero field strength model. At high activity, the dominant signal is from the
surface, which we have attempted to explain with magnetic fields located in those
layers.

The field strengths of the poloidal and shallow toroidal field fits to all 56 sets
used in this study are shown in Fig. 4.10. Also shown in this figure is the ratio
of the poloidal field strength to the rg = 0.999R;, toroidal field strength. With
the exception of the low activity sets at the beginning and end of the solar cycle,
where the uncertainty in the fits is relatively large, the ratio between the poloidal
and toroidal field strengths is roughly constant. The field strengths from Fig. 4.10
are correlated with global activity indices from solar cycle 23. The correlation
coefficients are 0.90, 0.93, and 0.92 for the poloidal and two toroidal field compo-
nents, respectively. In Fig. 4.11, we plot the toroidal and poloidal field strengths
as a function of one such global index, the 10.7 cm radio flux. The field strengths
prove to be highly correlated with activity, although there is a hysteresis-like effect
evident in the toroidal field strengths — the rising phase (shown in blue) is weaker
than the declining phase fields. The same effect may also be present at low activity

in the poloidal field strengths. The poloidal field strengths do seem to saturate at
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Fig. 4.9.— Fits to measured splitting coefficients fa, for six different sets through-
out solar cycle 23. The data (shown in black) are from MDI 72 day mode param-
eter sets. The magnetic field configuration is the same as panel d in Figure 4.7:
a dipole poloidal field and two toroidal fields at ro = 0.996Rs and ro = 0.999 R,
with dy = 0.001 R, and k = 2. The fits are shown both as a function of frequency
v and as a function of lower turning radius r;. The residuals scaled by the errors in
the data are also shown. The toroidal field strengths at r = 0.999R., correspond
to fo = 1074, 7.8 x 1074, 2 x 1073, 2.5 x 1073, 1.3 x 1072, and 5 x 10™* for the
six sets, respectively. The toroidal field strengths at r = 0.996 R, correspond to
Bo=1.2%x 1075, 2 x 1074, 5.6 x 1074, 6.6 x 1074, 2.9 x 107, and 1.4 x 10™*. The
poloidal field strengths at the surface are B =0 G, 68 G, 115 G, 125 G, 94 G, and
58 G.
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high activity. The strengths of the two toroidal fields are extremely well correlated.

4.5 Discussions and conclusions

We have attempted to use the first even order splitting coefficient (az) to infer the
configuration and strength of the Sun’s internal magnetic fields over the course of
solar cycle 23, assuming that the entire signature in ay after correction for rotation
effects is magnetic and that the fields are axisymmetric. The field that we have
found is a combination of poloidal field and a double-peaked near-surface toroidal
field. The strengths of the poloidal and toroidal components, at least for the high
activity period, are well correlated. The relative strengths of the two toroidal fields
are also extremely well correlated.

Although the fits we have shown are the best fit to the data from the grid of
models that we have computed, we can say nothing about the uniqueness of these
fits over the set of all possible magnetic field configurations in the solar interior.
In particular, the choice of radial profile of the toroidal fields is virtually limitless,
and by restricting our work to profiles of the form (4.2), we have limited our search
to a restricted class of fields. It is possible that there are fields we did not consider
with quite different radial and latitudinal distributions which fit the data as well
as the fields we have presented as best fits. In addition, as noted above, it is not
strictly correct to add the splitting coeflicient perturbations together as we have
done without explicitly accounting for the perturbations arising from the cross
terms. We do not expect, however, these corrections to be significant, and a full
treatment of these corrections would be considered in a future work.

Our inferred magnetic field does not change its latitudinal distribution over the

course of the solar cycle. This is in part due to the fact that we are only fitting
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Fig. 4.10.— The strength of the inferred magnetic fields as a function of time
over solar cycle 23. FEach MDI 72 day mode parameter set is fitted with the same
magnetic field configuration as Fig. 4.9. The strengths (in Gauss) of the poloidal
field at r = 0.999R; (solid black line) and the toroidal field at » = 0.999R
(dashed line) are shown in the upper panel (a). The middle panel (b) shows the
same quantities as in the upper panel, but this time at a radius of r = 0.996 R
The lower panel (¢) shows the ratio of the poloidal field strength to the toroidal
field strength at r = 0.999R;. The ratio of poloidal to toroidal at r» = 0.996R¢
looks very similar.
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Fig. 4.11.— The strength of the inferred magnetic fields as a function of 10.7
cm radio flux. The top panel shows the rq = 0.999R toroidal field strength,
the middle panel shows the r = 0.996 R, toroidal field strength, and the bottom
panel shows the poloidal field strength at » = 0.999Rs. Rising and declining
phase are distinguished with blue circles for the rising phase and red triangles for
the declining phase. The toroidal field shows a hysteresis effect. The poloidal
field shows some hysteresis at low activity, as well as a hint of saturation at high
activity.
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the ay coefficient (as noted above, the higher order splittings had large errors), so
our sampling of the interior is not really latitudinally sensitive. Thus, we do not
see a butterfly diagram in our magnetic fields. Ulrich & Boyden (2005) measured
the surface toroidal component of the solar magnetic field over almost an entire
22-year cycle. The field they measure is roughly a tenth of the peak strength of
our toroidal field. Strictly speaking, however, we see no toroidal field at all at
the surface, since in our inferred field, the field strength becomes zero precisely
at 7 = 1Ry. The peak strength that we measure, however, is only 700 km below
the surface, and the field could penetrate the surface somewhat. Ulrich & Boyden
(2005) find a field which gives a 8 ~ 6 X 1075 at the surface at high activity, and
drops to nothing at low activity, while we find a field that changes from Sy ~ 1074
at low activity to fo = 2 x 107 at high activity at a radius of r = 0.999R; (a
depth of approximately 700 km).

Recently, attention has been focused on the strength and configuration of the
quiet Sun surface magnetic field. Harvey et al. (2007) reported the presence of a
‘seething’ horizontal magnetic field with an rms field strength of 1.7 G. With the
launch of Hinode (Solar B), the high spatial resolution of the onboard spectropo-
larimeter has been used to study the horizontal fields of the solar photosphere.
Lites et al. (2007, 2008) have measured the horizontal flux, which they find to be
55 G, compared to the average vertical flux of 11 G. Petrie & Patrikeeva (2009)
found that the zonal component (component in the East-West direction) was much
smaller than the radial component, reporting an inclination angle of less than 12°
from vertical in the East-West direction.

The fields being studied in the aforementioned works are generally very tangled
fields which thread through the intergranular lanes and so they are not axisymmet-

ric fields. Tt is worthwhile to compare our results with theirs, since tangled fields on
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local scales can organize into roughly axisymmetric fields on global scales. How-
ever, the contribution to splittings are more sensitive to (B?) rather than (B)?
and hence tangled field may also contribute to it, even when the average (B) is
very small. Further, considering the general behavior of the perturbation to the
mode frequencies, our inference about the location of required magnetic field is
more robust as a different location will yield a very different behavior of splitting
coefficients. The exact magnitude of the field may depend on the assumption of
geometry and on it being tangled or large scale. Nevertheless, we believe that
our estimate is of the right order, though the statistical error bars obtained by us
may not be realistic. The systematic errors in these estimates would be certainly
larger. The dominance of poloidal field orientation at the surface found by Petrie
& Patrikeeva (2009) is found in our own results — at the surface, the toroidal field
is weak or vanishing, but the poloidal field remains. In the period analyzed by
Lites et al. (2007, 2008), we find a poloidal field strength of 40 G, and a toroidal
field of 90 G at a depth of 700 km. The vertical flux they find (11 G) is weaker
than what we detect, but their 55 G horizontal flux may be roughly consistent
with our toroidal field.

Schrijver & Liu (2008) found that the dipole moment of the surface magnetic
field, measured from MDI magnetograms, was half the strength in 2008 that it
was in 1997, during the last solar minimum. We do not see such a difference
from the beginning of our period to the end — in fact, we find the poloidal field
strength is slightly higher during the current minimum, although the level of the
difference is within the errors, and our data sets end in 2007, so the comparison is
not contemporaneous.

Hysteresis in the relations between activity indices has been observed before, for

example in the relation between low degree (Anguera Gubau et al. 1992; Jimenez-
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Reyes et al. 1998) and intermediate degree (Tripathy et al. 2000, 2001) acoustic
modes and global magnetic indices. It should be noted that an analysis of a
full solar cycle’s worth of intermediate degree p-modes data does not show any
hysteresis in mean frequencies as a function of 10.7 cm flux (Baldner & Basu
2008). Tripathy et al. (2001) noted that, among the global mode indices, the
relation between global line-of-sight magnetic flux and 10.7 cm radio flux showed
a hysteresis effect, but the relation between the radiative indices and 10.7 cm flux
did not. Moreno-Insertis & Solanki (2000) argued that the observed hysteresis
could be almost entirely due to the latitudinal distribution of magnetic flux on
the surface of the Sun. We believe that this is a compelling explanation for the
hysteresis that we find. The 10.7 cm flux is the integrated flux received at the
Earth and does not contain any information about the latitudinal variation, while
the ao splitting coeflicient is associated with definite latitudinal variation, given
by Pp(cos ) (Antia et al. 2001a), and hence the two would not be the same. More
importantly, we expect the actual magnetic fields in the near surface layers to drift
equatorward — as the surface fields do.

Few conclusions can really be drawn from this work with respect to dynamo
theory since the fields we have inferred are predominantly shallow fields, whereas
most dynamo models operate much deeper down, in the shear layer at and below
the base of the convection zone. (some useful recent reviews include Ossendrijver
2003; Charbonneau 2010; Miesch & Toomre 2009). The upper limits that we
place on fields at that depth are consistent with earlier helioseismic results (e.g.,
Basu 1997; Antia et al. 2000; Chou & Serebryanskiy 2002, 2005; Baldner & Basu
2008). Many deep-seated dynamo mechanisms predict an anticorrelation between
the poloidal and toroidal field components, as the dynamo converts poloidal to

toroidal field and toroidal field back to poloidal. We do not see any evidence of
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such conversion. Some dynamo mechanisms, however, operate in the near-surface
shear layer (e.g. Brandenburg 2005). Although the fields generated in these models
are generally extremely tangled, on global scales these fields can have toroidal and
poloidal components (e.g. Brown et al. 2007, 2010). In particular, although they
were considering a more rapidly rotating star than the Sun, Brown et al. (2007)
noted that their field contained both a poloidal and a toroidal component, and

that the toroidal component was much the stronger of the two.
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Chapter 5

A Statistical Study of Mode

Parameters of Active Regions

A portion of this chapter is adapted from a paper entitled “Evidence for solar fre-

quency dependence on sunspot type”, published in the Astrophysical Journal Letters

as Baldner, C. S., Bogart, R. S., € Basu, S., 2011, 733, L5.

5.1 Introduction

We have seen in Chapter 4 that the global mode even-order splitting coeflicients
can be explained by a strong toroidal field with a weak poloidal component, buried
in the very shallowest layers of the solar convection zone. This region is normally
inaccessible to global mode analysis — the information contained in these layers
is sparse. To detect changes in these layers, we turn to the techniques of local
helioseismology, ring diagrams in particular, for further research.

The use of so-called ‘ring diagrams’ (Hill 1988) to study solar structure is

by now a well-established technique in helioseismology (see review by Gizon &

92
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Birch 2005). In this paper, we will discus the changes to mode parameters in ring
diagrams between active regions and the surrounding quiet Sun.

Global mode parameters change with the overall level of solar activity; this is
by now very well established (see Chapters 3 and 4). The frequencies of both low
degree modes (e.g. Chaplin et al. 2007) and medium degree modes (e.g. Dziem-
bowski et al. 1998; Howe et al. 1999b; Dziembowski et al. 2000) increase with
solar activity level, and this frequency increase is stronger at higher frequencies.
Though high degree global mode measurements are not routinely made, some sets
of high degree mode frequency measurements have been made, and these are found
to increase with activity as well (Rabello-Soares & Korzennik 2009).

Ring diagrams prove useful for studying the effects of solar activity on helio-
seismic modes for two reasons. First, rings are measured on a localized patch of
the Sun, providing both temporal and spatial resolution. This allows us to isolate
phenomena associated with solar activity from the surrounding Sun. Second, mea-
surements can be made to much higher degree much more easily than with global
mode analysis. Ring diagrams were first used by Hill (1988) to measure flow rates
near the solar surface. Rings have been used subsequently by a number of authors
to study the near-surface dynamics of the Sun (e.g. Schou & Bogart 1998; Basu
et al. 1999; Haber et al. 1999).

The effects of active regions on ring diagram mode parameters have been stud-
ied in previous works. Haber et al. (2000) found that the high degree mode fre-
quencies obtained from ring diagrams were enhanced in active regions. Rajaguru
et al. (2001) found that the mode widths were also enhanced in active regions,
while the amplitudes were suppressed, and Rabello-Soares et al. (2008) found that
the relation between the change in width and mode amplitude was very nearly

linear. Howe et al. (2004) assumed that the relation between activity and mode
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parameter variation was quadratic, and found a peak increase in mode frequency
at around 5mHz, with a corresponding maximum change in width and amplitude.

In this work, we study the properties of 264 active region ring diagrams from
solar cycle 23. This sample gives us a statistically significant number of measure-
ments over a substantial range of activity levels from all phases of the solar cycle,
when compared to earlier works. In Section 5.2 we describe the statistical sample
of active regions and the ring diagrams we use to analyze them. In Section 5.3 we
discuss this analysis, studying first the changes in frequencies with magnetic activ-
ity, then several other parameters (amplitude, mode width, and asymmetry). In
this section, we demonstrate that the shifts in frequency exhibit a dependence on
active region classification. In Section 5.4, we discus the results, compare them to
previous results, and speculate on the physical reason for the results that frequency

changes depend on active region geometry.

5.2 Analysis

5.2.1 The active region sample

Targets are selected from the list of NOAA active regions. Ring diagrams require
higher resolution Dopplergram data than the usual MDI ‘medium-¢’ data that
are collected continuously. We use full-disk Dopplergram data which are one of
MDTI’s ‘high rate’ data products, produced mainly during yearly two to three month
dynamics run campaigns. We require a data coverage of greater than 80%. Figure
5.1 shows the distribution of the active region targets in latitude and Carrington
coordinate. The clumping due to the limited data availability is obvious.

Ring diagrams suffer from a number of systematic effects. These arise primarily

from foreshortening effects when away from disk center, and secular changes in the
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Fig. 5.1.— Distribution of the active region sample in solar coordinates. The
clustering is due to limited high rate data availability from the MDI instrument.

characteristics of the MDI instrument. These effects can be minimized by studying
the mode parameters in an active region relative to a quiet Sun region, tracked at
the same latitude and as near in time as possible. For this sample, two quiet regions
were chosen for each active region, one on either side of the active region. For the
analysis, however, only one comparison region is used. In general, the comparison
region with the smaller MAT is chosen, though in some cases various problems with
the data prompt us to use the other. The entire sample, with coordinates for both
the active and the chosen comparison region, is shown in Table B.1, which can be

found in Appendix B.

5.2.2 The ring diagrams

The data are resolved line-of-sight velocity measurements of the solar surface taken
by the Michelson Doppler Imager (MDI) on board the Solar and Heliospheric Ob-
servatory (SOHO) spacecraft. Ring diagrams are constructed from small, 16° x 16°

patches of the solar disk, tracked at the Snodgrass rate for the latitude of the center
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of the aperture. The regions are tracked across the solar disk center. The cadence
of observation is 1 minute, and the patches are tracked for 8192 minutes. They
are projected on to a rectangular grid using Postel’s projection and corrected for
the distortion in the MDI optics. The Doppler cubes are then Fourier transformed
to obtain a three dimensional power spectrum. A more detailed discussion of the
construction of ring diagrams can be found in Patron et al. (1997) and Basu et al.
(1999).

The spectra are fit in the same way as Basu et al. (2004). The functional form

is from Basu et al. (1999):

B

ﬁ exp [AO + (k’ — k?())Al + Az(kz/k)Q —+ A3(kzky/k)2] Sm

BT 22+ 1 ’
(5.1)

Plky, ky,v) =

where
vck? — Uyky, — Uyky
= 5.2
v wo+w1(k-—k0) ’ ( )

Sy = S*+ (1 + Sz)2 (5.3)

The 13 parameters are fit to each ridge independently using a maximum likelihood
method. Although the dispersion relation fit is of the form v = ckP, each slice in
frequency is fit independently. The degree ¢ fit using this method need not be an

integer, so for analysis the ring fits are interpolated to integer ¢.

5.2.3 The magnetic activity index

In order to characterize the level of activity in our rings, we use a measure of the
total unsigned line-of-sight magnetic flux. This measure is the Magnetic Activity

Index (MAI), which is described in Basu et al. (2004) and is a measure of the

strong magnetic unsigned flux in the ring diagram aperture. In brief, the MAI is
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the spatial and temporal average of all MDI magnetogram pixels with a flux greater
than 50G, taken over the same aperture and time range as the velocity data for
the ring diagrams. The activity in each region, then, is characterized by a single
number, and differential measurements can be characterized by the difference in
MAI, A MAI, between the active region and the quiet comparison region. We also
fit a linear trend in time to the spatial averages of the magnetograms. This gives
a rough measure of the growth or decay of the active region, and we refer to this
quantity as the growth parameter. Pixels are compared to the average of their
neighbors: when this average is greater than 400 G, the pixel is rejected if it differs
from this average by more than a factor of 6. These outliers are generally cosmic

ray hits, and are relatively uncommon.

5.3 Results

5.3.1 Changes in frequency

Mode parameters for all rings and comparison regions were fit using the profile
from equation (5.1). We interpolate the ridge fits to integer values of /£, and take
the differences in frequency dv. The sense of the differences is active minus quiet.
Examples of parameter differences for one active region are shown in Figure 5.2.
In Figure 5.3, we show averages of the scaled frequency differences (6v/v) for the
f-mode and the first three p-modes. The frequency ranges chosen have relatively
small errors and were fit in most regions in the sample. The behavior seen in
Figure 5.3 is nevertheless representative of the rest of the data in our sample. The
majority of A MAI values are fairly small — this is in part due to the fact that
the majority of active regions do not have particularly large MAI values, but also

due to the fact that, at high activity levels in particular, it is sometimes difficult
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to find a suitable quiet region for comparison. The comparison regions therefore

sometimes have fairly significant MAI values — in some cases as high as 50 G.
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Fig. 5.2.— An example of the differences in ring diagram parameters between an
active region and a quiet comparison region. Shown are the differences in frequency
v (panel a), amplitude A (panel b), width wy (panel ¢) and mode asymmetry (panel
d). The region shown is AR9017 with AMAI = 198.72 G. In all panels, differen
radial orders n are plotted in different colors.

We confirm earlier results finding that, in the presence of magnetic fields, he-
lioseismic frequencies increase. We find that, for small and intermediate magnetic
field strengths (AMAI < 200 G), the relationship is linear. For the p-mode dif-
ferences, the Pearson correlation coefficients (that is, of the frequency differences
with respect to A MAI) mostly range between 0.6 and 0.7. The f-mode frequencies
have larger errors, and the correlation coefficients are correspondingly lower. The

best fit linear regression lines are also shown. The reduced x? values computed
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Fig. 5.3.— Averaged frequency differences in three different frequency bins are
shown for the f-mode and first three p-modes, as a function of the difference in
MAI The differences are with respect to a quiet region near the active region.
The Pearson correlation cofficient r is shown in each panel. The top right panel is
blank because the f-mode does not extend that high in frequency.
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from the residuals are large — between 3 and 15 for sets of averages. Thus, the
computed errors in the fitted frequencies do not completely account for the ob-
served scatter in the frequency differences. It is possible that a linear relation does
not completely account for the dependence of frequency on A MAI, but we have
tested a variety of higher order polynomials and other functional forms without
substantially reducing the x? values. When fitting higher order polynomials, the
best fits return essentially the same linear fits as shown in Figure 5.3, with negli-
gibly small non-linear coefficients. Other functional forms generally increased the
x? values.

As a test of the assumption of linearity, we apply an Anderson-Darling test
to the residuals from the linear best fits. The residuals from the linear regression
fit fail an Anderson-Darling test at the 1% level. This implies either that the
errors are non-gaussian, or that the relation between magnetic activity and shift
in frequency is not entirely linear.

At high magnetic field strengths (A MAI 2 200 G), a visual inspection of Figure
5.3 might suggest a ‘saturation’ effect in the frequency shifts. Evidence for such an
effect in thermodynamic perturbations beneath active regions has been suggested
(Basu et al. 2004; Bogart et al. 2008). In this case, however, we do not find that
the outliers at high field strengths are statistically significant. Fitting different
slopes at low and high activity does not change the x? values of the residuals,
and removing the high activity regions from the sample does not substantially
change either the x? values or the Anderson-Darling A? statistic of the residuals.
Further, we have tested whether or not the presence of some comparison regions
with significant activity is introducing bias. We find that, when the sample is
divided between quiet and moderately active comparison regions, the frequency

differences are indistinguishable. It must be noted, however, that a saturation
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effect is mot inconsistent with our data, either. A larger sample of high field
strength regions will be required to adequately address this problem.
To show the behavior of the dependence of frequency on activity, we fit a

straight line to each individual mode difference as a function of MAI:

(Sl/n,g

= G eAMAI + by, (5.4)

Vnyt

The slopes a, ¢ are shown in Figure 5.4. The slopes in frequency shifts are seen
to increase with frequency. It is notable, however, that the slopes are not a pure
function of frequency — different n-ridges have slightly different dependences on
frequency. At high frequency, there is some indication that the slopes turn over.
It has been observed using ring diagram analysis in MDI data (Howe et al. 2008)
and in Helioseismic and Magnetic Imager (HMI) data (Howe et al. 2011) that for
frequencies above the acoustic cutoff, the slopes of frequency with magnetic field
strength do in fact become negative. In our own sample, however, the quality of
the fits do not permit us to extend our work much beyond the acoustic cutoff. The
offsets by, ¢ are zero to within the uncertainties.

In order to determine the causes of the shifts, we have examined the relations
between magnetic field strengths and mode parameters for various subsets of the
total sample. In Figure 5.5, we have split the sample by phase of the solar cycle:
the rising phase (1996 to 1999), the peak phase (2000 to 2002), and the falling
phase (2002-2007). Although the correlation we find in frequency difference seems
to differ between the peak phase, and the rising and falling phases, this is mostly
due to the presence of very strong active regions in the peak phase and the afore-
mentioned saturation at high frequencies.

We have also plotted the frequency differences against the time derivative of the
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Fig. 5.4.— Slopes a, ¢ of individual mode frequency shifts with magnetic activity
as a function of frequency up to v = 5.5 mHz. Different colors are used for different
radial orders n.

Magnetic Activity Index of the active region, dIMAI/dt. Here, we see some evidence
of a difference, particularly in the f-modes. Figure 5.6 shows the frequency dif-
ferences dv as a function of A MAI separated between positive dMAI/dt (that is,
regions which are growing in strength) and negative dMAI/dt (decaying regions).
We find no statistically significant difference between the two subsets.

We have examined the differences between different classes of sunspots in the
centers of active regions. The majority of the active regions in our sample are clas-
sified as a or B types. When subdivided by type, the linear correlation is somewhat
changed (though the correlation coefficients are not), and the distribution of the

residuals for the a-type active regions now satisfy an Anderson-Darling test for
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Fig. 5.5.— Frequency differences for two different modes and frequency ranges,
plotted as a function of change in magnetic activity A MAI and split by phase of
the solar cycle. Different colors denote different phases: the rising phase (cyan),
the peak phase (green), and the falling phase (red). The left-hand panel shows the
f-mode averaged for all modes with 2.75mHz < v < 3mHz, and the right-hand
panel shows the n = 4 ridge averaged over all modes with 4mHz < v < 4.25mHz.
normality at the 15% level. The residuals for the S-type active regions do pass
the 10% test, but do not do as well as the a-types. The slopes of the fits and
the correlation coefficients are not changed by a statistically significant amount.
In Figure 5.7 we show examples of (dr) separated by active region type, and the
residuals to a linear fit.

The differences in the slopes between the a-type regions and the 8-type regions

are shown in Figure 5.8. There is a small but systematic trend with frequency in

the slopes. For v < 3.5 mHz, a-type spots have very slightly smaller slopes a, g,
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Fig. 5.6.— Averaged frequency differences in two different frequency bins are
shown for the f-mode as a function of the growth parameter. The growth param-
eter is a linear fit to the the MAI with time.

while they are slightly larger for modes with v > 3.5 mHz.

5.3.2 Changes in other mode parameters

Other mode parameters are also known to change in the presence of magnetic
fields. The mode amplitude A for the azimuthally symmetric component of the
ring is related to the parameter Ay from equation (5.1) by A = exp(Ayp). In Figure
5.9, we show the changes in amplitudes A as a function of A MAI, averaged over
the same modes as Figure 5.3. As has been seen in other works, we find that the
amplitudes are decreased in the presence of magnetic fields. As is the case for
frequencies, the dependence on MAI is linear. The mode widths wy are shown in
Figure 5.10, and they are increased in the presence of magnetic fields.

We fit slopes to these parameters in the same way we did for frequencies,
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Fig. 5.7.— Averaged frequency differences separated by spot type for the f-mode
and the first three p-modes as a function of the change in magnetic activity A MAL
The frequency ranges are shown in panels a) — d). Blue points denote a-type
sunspots, red points denote -type sunspots. Histograms of the residuals are also
shown in panels e) — h).

defining our slopes by

§A(n, 0)

Tnd " aa(n, () AMAI + ba(n, £) (5.5)
and
% — 4y (n, YA MAT + by(n, £). (5.6)

The slopes for A and wy are shown in Figure 5.11. The amplitude slopes are, in
general, negative as seen above, with a maximal change at approximately 3 mHz in
the f-mode. The locations of the maximal changes in the p-mode ridges occur at

higher frequencies with increasing radial order. The slopes are generally smaller in
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Fig. 5.8.— Differences in the slopes of individual mode frequency shifts with
magnetic activity between a-type active regions and S-type active regions. Panels
a) and b) show the slopes a, ¢ fit to the sample of a-type spots and 3-type spots,
respectively. Panel ¢) shows the differences da, ¢ between the two sets of slopes.
The differences are shown as a function of frequency up to v = 5.5 mHz. The sense
of the difference is o — 3. Different colors are used for different radial orders n,
and are the same as Figure 5.4. Panel d) shows a histogram of the differences from
panel ¢). The solid line is the normal curve with the mean and standard deviation
of the data; the dashed line shows the best fit gaussian.

magnitude for larger radial orders. At v ~5.0 mHz, the slopes approach zero, and
in the higher order modes become positive. It appears that, above the acoustic
cutoff frequency, mode amplitudes may be increased with magnetic fields, but the
data do not allow us to explore this region of frequency space without difficulty.

The slopes of the mode widths in general behave in the opposite sense to the

mode amplitudes, with positive slopes up to v ~5.0 mHz, and a maximal value at
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Fig. 5.9.— Averaged differences of the logarithm of the amplitudes in three dif-
ferent frequency bins are shown for the f-mode and the first three p-modes, as a
function of the difference in MAIL. As in Figure 5.3, the top right panel is blank
because the f-mode does not extend that high in frequency.
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Fig. 5.10.— Averaged mode width differences in three different frequency bins are
shown for the f-mode and the first three p-modes, as a function of the difference
in MAI As in Figure 5.3, the top right panel is blank because the f-mode does not
extend that high in frequency.
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Fig. 5.11.— Slopes of individual mode amplitudes (top panel) and widths (bottom
panel) with magnetic activity as a function of frequency.

v ~3.0 mHz. Above 5.0 mHz, the slopes are clearly negative, with the exception of
the n = 2 mode, where the magnetic activity dependence appears to disappear. It
is not clear why this order should behave differently from the other p-mode ridges.
In Figure 5.12 we show how the slopes in amplitude and width vary with respect

to each other. As expected, we see that, for positive width slopes, the correlation
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between amplitude and width is linear. Interestingly, for negative width slopes,

which corresponds to the modes with v >5.0 mHz, the correlation changes.
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Fig. 5.12.— Slopes of mode widths as a function of frequency plotted as a function
of the slopes of mode amplitudes.

We can compute the acoustic power in a given mode by integrating equation
(5.1). The changes in mode acoustic power with magnetic activity are shown in
Figure 5.13. As is already well-established, we find that power is suppressed in the
presence of magnetic fields, with the largest suppression being between 3.0 mHz
and 3.5 mHz. We do not see any evidence of power enhancement above the acoustic
cutoff frequency.

Finally, in Figure 5.14 we plot the changes in the mode asymmetry S as a func-
tion of A MAI, shown for the same mode parameter averages as Figure 5.3. Though

the uncertainties are comparatively larger than the other parameters studied here,
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Fig. 5.13.— Changes in power in each individual mode with increasing MAI,
plotted as a function of frequency.

we find that mode asymmetries increase in the presence of magnetic fields.

5.4 Discussion

It is by now well established that helioseismic frequencies below the acoustic cutoff
frequency are enhanced in the presence of magnetic fields. In this work, we have
measured mode frequencies for a large sample of active regions using ring diagram
analysis. We find, consistent with most earlier work, that shifts in frequency are
linearly correlated with the magnetic activity measured at the surface. These
correlations hold for all mode sets and for the whole range of frequencies studied.

Both Howe et al. (2004) and Rabello-Soares et al. (2008) have presented fre-
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quency shifts with ring diagrams at various levels of magnetic activity. Our results
are generally quantitatively consistent with theirs, though we do not find any ev-
idence of a quadratic dependence of the mode parameters on activity, as Howe
et al. (2004) did. Rabello-Soares et al. (2008) find what appears to be a much
cleaner relation with frequency than we do, in spite of the fact that they use the
same frequency fitting technique and data from the same instrument. This is most
likely due to the much smaller number of regions used in that study.

Our observations that mode amplitudes and widths are decreased and in-
creased, respectively, are not novel (e.g., Lites et al. 1982; Title et al. 1992; Braun
et al. 1992). Although attention has been payed to the effects that magnetic
fields have on the acoustic cavity (Jain et al. 1996), the most common explanation
for power suppression involves the complex interactions between purely acoustic
modes and wave propagation in the presence of magnetic fields, where the modes
can be damped (Cally 1995; Rosenthal & Julien 2000) or converted into other sorts
of waves (e.g., Cally & Bogdan 1997; Crouch & Cally 2003, 2005; Shelyag et al.
2009; Felipe et al. 2010).

Our finding that the helioseismic frequencies of different active region types
may be drawn from different statistical populations is novel. It implies that the
surface geometry, not only strength, of the magnetic fields in an active region may
determine the oscillation characteristics of the Sun.

It has been shown that the inclination of the magnetic fields can affect the
amount of acoustic power absorption (e.g., Cally et al. 2003). Observational
evidence for this has been found using helioseismic holography (Schunker et al.
2005, 2008) and time-distance analysis (Zhao & Kosovichev 2006). It is possible
that we are seeing this effect averaged out over the much larger region sampled in

ring diagram analysis.
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Although we do find that the slopes a,, are slightly different for the two dif-
ferent active region types, the fact that these differences appear to be simply a
function of frequency implies that it is very unlikely to be due to changes in the
thermal structure in the regions typically resolved in ring diagram structure in-
versions. In the region where the upper turning points of the modes are located,
however, it is possible that a different thermal stratification in different sunspot
types would give rise to a difference such as the one we have detected, since upper
turning points are shallower with increasing frequency. The direct effects of mag-
netic fields also have an effect on the upper turning points, as was shown by Jain
(2007) in the case of horizontal magnetic fields.

The errors in the measurement of the MAIs are small, but it is possible that
small systematic errors arise from the fact that the calculation is restricted to the
line-of-sight fields. Different surface field configurations could give rise to somewhat
different systematic errors. It is difficult to estimate how large this effect could be
at present, but continuously available high-resolution data becoming available from
the Helioseismic and Magnetic Imager (HMI) on the Solar Dynamics Observatory
(SDO) is allowing full vector inversions for magnetic fields. This will allow us to

more accurately compute the total magnetic fields in active regions.
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Fig. 5.14.— Averaged mode asymmetry differences in three different frequency
bins are shown for the f-mode and the first three p-modes, as a function of the
difference in MAI. As in Figure 5.3, the top right panel is blank because the f-mode
does not extend that high in frequency.
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Chapter 6

The Structure of Active Regions

6.1 Introduction

Understanding the subsurface structure of sunspots is one of the current major
avenues of research in solar physics. Helioseismology provides a unique opportunity
to determine the structure of sunspots empirically, but this determination involves
substantial difficulties. In Chapter 5, we examined the changes to ring diagram
power spectra, in the presence of the strong magnetic fields found in active regions.
In this chapter, we attempt to interpret these changes in terms of perturbations in
the thermal structure of the Sun beneath active regions, using the same inversion
techniques we applied to the global modes of the Sun in Chapter 3.

In previous works, inversions of ring diagram frequencies for structure have
been performed on small numbers of rings (Basu et al. 2004; Bogart et al. 2008) to
determine the changes in sound speed and adiabatic index. In these works, sound
speed and adiabatic index were found to be enhanced in the layers between ap-
proximately 0.975R and 0.985R, and depressed in the shallower layers between
0.99R; to 0.998R.

115
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In this work, we extend this type of analysis to a much larger sample, with
which we hope to say something statistically significant about the thermal structure
beneath active regions. In Section 6.2, we discuss the ring diagrams in this sample
and in particular the difficulties in the determination of errors. In Section 6.3,
we discuss the inversion technique used. In Section 6.4, we present the results of
inversions for sound speed and adiabatic index, and we discuss the results and

difficulties in interpretation in Section 6.5.

6.2 Ring diagram frequencies and errors

In this chapter, we use ring diagram measurements from the same sample described
in Chapter 5. Since small magnetic field strengths generally give rise to small
frequency perturbations, we do not use the weakest regions in this chapter.

For the inversions in this work, we invert differences in temporal frequencies
v between two different observations of the Sun. The fit technique that we use,
however, fits for spatial frequency at constant temporal frequency. For this reason,
estimating the uncertainties in v is not straightforward. Earlier works using this
fit technique have estimated errors in frequency by taking the formal uncertainty
in the fit mode width wg as the error in frequency. This is not strictly justified,
but Basu et al. (1999) and subsequent authors found it to provide a reasonable
estimate of the errors. For this work, we have explored the issue of uncertainties
in the determinations of mode frequencies using Monte Carlo simulations of the
errors in ring diagram power spectra. A comparison of errors from these Monte
Carlo simulations for one ring with the errors in wy is shown in Figure 6.1. We
find that, in general, the errors in the frequencies agree to within factors of a

few with the formal uncertainties in wg, but that the errors in wy systematically
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overestimate the actual errors in v. In fact, the errors estimated from the Monte
Carlo runs indicate that the actual uncertainties in ring frequency fits are relatively
constant (at approximately 1 pHz) for most of the ridge. These uncertainties
increase sharply at the edges of the fit ridges, where we generally reject the fits.
Because repeating this Monte Carlo estimation for all the rings in this sample
would be prohibitively expensive, we continue to use the errors in wp in the way
previous authors have done, with the caveat that these errors may not be correctly
estimated.

In addition to the errors in individual mode frequency measurements, correla~
tions between different mode measurements need to be addressed. Fitting as we do
at constant frequency, we are effectively oversampling the data, and thus we expect
substantial error correlations between adjacent fits. Estimating these correlations
directly from the fits is very difficult since each fit is formally independent. We
explored the error correlations in the fits using Monte Carlo simulations. We find
that the error correlations are indeed substantial between adjacent modes and that
the oversampling is close to a factor of ten. Therefore, for this work we only use
every tenth mode fit. Error correlations between modes primarily has the effect
of causing underestimations of the errors in the inversion results. The inversion

results themselves are not strongly susceptible to error correlations.

6.3 Inversions

Unlike in global mode analysis, we do not decompose our observation onto a spher-
ical harmonic basis set. Rather than discrete modes, therefore, continuous ridges
of power are observed. The fits we obtain to these power spectra, then, are not

generally at integer values of £. Nevertheless, we can interpret these power spectra
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Fig. 6.1.— A comparison of the actual errors in frequencies inferred in a given ring
(green), estimated using a Monte Carlo simulation, with errors in the mode width
wo (blue). The comparisons are shown as a function of frequency for the f-mode
and the first three p-modes.
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in the same way we interpret global mode frequencies by interpolating our fits to
integer £ values, and treating these modes as global standing waves.

As in global mode inversions, we perform a linear inversion of the measured
frequency differences. We use Subtractive Optimally Localized Averages (SOLA,
see 2.2.2). The inversions are performed on the differences in frequency between the
active region ring diagram frequencies and the associated quiet region frequencies.
Thus, we do not measure any absolute thermal properties of the Sun, only the
difference between quiet and active Sun.

The principal effort in performing an inversion for structure from helioseismic
data is the difficulty in choosing the appropriate inversion parameters. A thorough
exploration of the parameter space was performed on a small subset of the rings,
including comparisons to rings published in earlier works. We find that the inver-
sion results are not strongly dependant on the choice of surface term, so long as
the surface term is not suppressed entirely. We restrict ourselves to A = 4, there-
fore. In exploring the effects of the target kernel width, we find smaller values of
A(rg) tend to cause oscillatory solutions to many inversions. Since we have not
found any particularly sharp features in our inversions, we use a fairly large value
of A(re) = 0.055, which suppresses some oscillatory behavior in certain inversions,
and does not overly smooth actual structure in better inversions.

Finally, for the choices of the error suppression term g and the trade-off param-
eter 3, we have found that the values of these parameters for acceptable inversions
in the rings we have examined carefully fall in a fairly narrow range. For the full
sample, then, we run a batch of inversions for each region over the sample. Exam-
ining the inversions for each region can then be done fairly quickly and the best
set of inversion parameters selected. We reject regions with unstable inversions —

that is, regions whose inversion results are very strongly dependent on the choice
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of inversion parameter. What remains comprises our sample of sound speed and

adiabatic index inversions.

6.4 Results

Inversions for the difference in squared sound speed ¢ and adiabatic index I’y
were performed for all regions in the sample with A MAI ; 40 G. Figure 6.2 shows
example sound speed inversions for four different rings with a range of active region
strengths as a function of depth. Figure 6.3 shows inversions for adiabatic index
for the same regions.

Figure 6.4 shows averages of the inverted sound speed for all regions in our
sample for different depth ranges. For sound speed averaged between 0.975Rg
and 0.985R, sound speeds are generally enhanced in the presence of magnetic
fields, while in the region from 0.99R; to 0.998Rg, sound speeds decrease. In
both regions, the magnitude of the change tends to increase with magnetic field
strength, although the relationship seems to be more of an envelope than a linear
relation. Further, there seems to be some saturation of the effect at very high
magnetic field strengths. The inversion results for the adiabatic index are shown
over the same range of depths.

In Figure 6.5, we plot the boundary between the positive and negative per-
turbations as a function of A MAI. We compute this by interpolating between
inversion points and finding the zero crossing. There is no obvious dependence of
the boundary point on magnetic activity.

We have also inverted for the first adiabatic index, I';. In Figure 6.6, we show
the same averages as Figure 6.4, but for the I'y inversions. In general, I'; is an easier

quantity to invert for (in the sense that the inversions tend to be less sensitive to
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Fig. 6.2.— Examples of inversions for adiabatic sound speed squared ¢* for eight
active regions. The sense of the inversions are active minus quiet. The plotted
horizontal error bars are taken from the first and third quartile points of the
inversion averaging kernels.
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Fig. 6.3.— Examples of inversions for adiabatic index ['; for eight active regions.

The regions shown are the same as Figure 6.2.
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Fig. 6.4.— Averages of inversions for ¢® over two depth ranges are shown, plotted
as a function of A MAI. Blue points are averages of inverted sound speed between
0.975R; and 0.985Rs; red points are averages of inverted sound speed between
0.99Rg and 0.998R.
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Fig. 6.5.— Position of transition, in fractional radius, between the negative (shal-
lower) sound speed perturbations and the deeper (positive) perturbations in the
sound speed inversions, plotted as a function of A MAI These transition points
are found by treating the inversion points as a continuous curve and finding the
zero-crossing point.
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the inversion parameters), and so we include a larger number of inversions for I';
than we could for c?.

We find that, like the ¢? results, there is a depression in I'; in the shallower
layers that we invert (above r = 0.99Ry), and that, in many cases, there is a
corresponding enhancement below approximately r = 0.98 Ry, as was found by
earlier works. We find that the deeper enhancement is, for most rings, much less
pronounced than for the ¢?. For some regions, in fact, we do not see any positive
perturbation at all, and in general we find only a weak correlation with magnetic
activity.

In Figure 6.7, we plot the boundary between the positive and negative pertur-
bations (for those regions where we detect both). As in the ¢? inversions, we do

not find any systematic dependence on magnetic activity.

6.5 Discussion

Earlier works Basu et al. (2004); Bogart et al. (2008) have studied the structure of
sunspots using ring diagrams, but have had much smaller sample sizes. In general,
we find results consistent with these earlier works. We find that both sound speed
and adiabatic index are enhanced in the layers between approximately 0.975 R and
0.985R, and are depressed in the shallower layers between 0.99Rg to 0.998Rg.
We do not extend our inversions beyond these regions, as the helioseismic data
contains less information outside these layers, and getting reasonable inversions
requires great care.

Bogart et al. (2008) found a linear correlation between magnitude of the sound
speed change and strength of the active region. We find a similar relation, but with

substantial scatter. Further, we find that the correlation appears to saturate at
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high field strengths. This effect is pronounced in the I'; inversions for the shallow
negative perturbation. We find that the positive perturbation in I'; is much weaker
than in ¢?, and that the correlation with magnetic activity is much less significant.

Bogart et al. (2008) also reported that the depths of the positive perturbations
in T'; were deeper than those in the ¢? inversions. Comparing Figures 6.5 and 6.7,
we find that this is true, although the scatter in the ¢ boundaries is larger than
for the I'y boundaries.

The two-layer structure in sound speed can be most simply interpreted as the
effect of placing a cool ‘cap’ on the convective upflow at the surface of the Sun.
This has the effect of lowering the temperature and hence the sound speed near
the surface. Below this, hot material being brought up convectively from deeper
layers piles up against the magnetic barrier, causing an increase in temperature.

The first adiabatic index I'; is determined by the equation of state, and remains
very close to the ideal gas value of 5/3 except in ionization zones. A change in I'y
could be caused by a change in the equation of state itself, though this is unlikely
as it would require an extremely strong magnetic field. Alternatively, a change in
the thermal structure could cause the ionization zones to shift. In the present case,
the second Helium ionization zone (Basu & Mandel 2004) could be responsible for
the shifts we see. Moving the Helium ionization zone upwards in the presence of
magnetic fields would be consistent with our measurements of I';.

The physical interpretation of these results is problematic, however. Basu et al.
(2004) concluded that the changes they inferred in ¢ and in Ty could not be
explained by thermal perturbations alone. This is not surprising, since active
regions are distinguished by their strong surface magnetic fields — it is expected
that the layers beneath the surface are also characterized by the presence of strong

magnetic fields. If this is the case, then the waves which we interpret as purely
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acoustic modes in fact have a magnetic component to their propagation, which
vastly increases the complexity of the problem.
Lin et al. (2009) supposed that magnetic fields in these layers primarily influ-

enced the helioseismic modes through the influence of magnetic pressure:

BZ
Pma. = 5 6.1
g 87 ( )
so that the wave speed could be given by
Pro
A =T ;t, (6.2)

where Pio¢ = Pgas + Pmag 15 the total pressure. Under this approximation, they
used 1-dimensional models to relate the changes in ¢? and I'; inferred from ring
diagram analysis to magnetic perturbations.

It is also useful to compare ring diagram results with other local helioseismic
measurements of the subsurface sound speed. In particular, time-distance helio-
seismology has been used to measure the wave speed perturbation below active
regions (e.g. Kosovichev et al. 2000), and it was in general believed that time-
distance results were in qualitative agreement with ring diagram results. Recent
work, however, directly comparing ring diagram and time-distance analysis (Gizon
et al. 2009; Moradi et al. 2010) found striking disagreement between the two tech-
niques. It is still not clear at the time of this writing how this discrepancy can be
resolved, but it is clear that the presence of magnetic fields, which affect both the
data measurements and the data analysis, need to be taken into account before

further progress in the helioseismology of active regions can be made.
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Chapter 7

Conclusions

In this thesis, we have used the techniques of helioseismology to explore the signa-
tures of solar activity in the interior over the course of solar cycle 23. Understand-
ing the underlying mechanisms that drive solar activity is an important problem,
and we summarize here the progress that we have made in this area.

We have found that the interior of the Sun changed slightly but significantly
over the course of the last solar cycle. Chapter 3 describes a change, which we
interpreted as a change in the sound speed, at the base of the convection zone
which was tightly correlated with surface activity. We have also attempted to
measure the magnetic fields of the solar interior directly — Chapter 4 describes
the axisymmetric magnetic field configuration that can best explain the helioseis-
mic splitting coefficients measured by the MDI instrument. We find that this is
predominantly a toroidal field in the very shallow layers of the Sun, with a small
poloidal component. The signal-to-noise deeper in the convection zone is too small
to detect magnetic fields that could be associated with the changes we detected in
Chapter 3.

Examining the near-surface layers in more detail, we turn to the effects of active
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regions on the solar structure beneath them. Examining a large sample of active
regions in Chapter 5, we find, as other authors have before us, that helioseismic
frequencies increase in active regions, while power is suppressed. The novel result
that we find is that the surface geometry of the magnetic fields, for which we use
the sunspot classifications as a proxy, appears to have some effect on the frequency
changes with magnetic field strength.

The sound speed of structure beneath active regions has been found to be a
two-layer structure (Basu et al. 2004). We examine large number of regions and
confirm this, finding that in there is a shallow layer of sound speed decrease relative
to the quiet Sun, and below this a region of enhanced sound speed. The magni-
tudes of these perturbations has in the past been found to increase with surface
field strength. We find that there is a great deal of scatter in the perturbation
magnitudes, but that they appear to be bounded by an envelope which is a linear
function of surface field strength. The depth at which the negative perturbation
becomes positive has a significant amount of scatter but we do not find any pattern
in the differences.

The adiabatic index I'; shows a similar structure as the sound speed, though
here we do not find that the positive perturbation below is as strong as the sound
speed perturbation, and in many regions is not found at all. The shallow negative
perturbation is, like the sound speed results, bound by an envelope which is a
function of activity, but the deeper layer does not show much correlation with
activity. The negative perturbation in I'y is also found to penetrate somewhat
deeper than the equivalent sound speed perturbation.

While we can draw no definitive conclusions about the solar dynamo and the
emergence of active regions from this work, we can point out a few tentative

conclusions. We have found some evidence that activity-related structure changes
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occur at the base of the convection zone or in the tachocline — this is in support of
an interface dynamo model. The tight correlation between surface activity and the
similar dependence on latitude may be evidence that the flux tubes that emerge
to form active regions originate at the base of the convection zone. Unfortunately,
current helioseismic data have yet to detect signatures of this emergent flux.

In a related vein, we have found additional evidence to support the picture
of sunspots as relatively deeply penetrating phenomena, rather than the shallow
features that are often presented in numerical simulations, These results are not
currently confirmed by other helioseismic techniques (see Gizon et al. 2009) and
so must be interpreted with care, but the consistency of these measurements over
a large number of active regions lays to rest concerns about the effects of the
numerical stability of these inversions on this result.

Interpretation of these results remains an unsolved problem. In particular, it
remains unclear how the local phenomena (active regions) connect to the global
phenomena (the global-scale magnetic fields and the solar dynamo). Some further
progress on these problems will be made simply by virtue of the better data that
is becoming available from the Helioseismic and Magnetic Imager (HMI) on the
Solar Dynamics Observatory (SDO) spacecraft. HMI is an MDI-like instrument,
with better resolution and a much greater telemetry bandwidth. This improved
data will allow us to see the helioseismic signatures of solar cycle 24 with much
greater precision than we could cycle 23.

The future work in this field, whatever the quality of the data, will necessarily
involve a detailed accounting of the effects of magnetic fields on the helioseismic
wave propagation. Our work in Chapter 4 is an attempt to do that, but the for-
malism used is limited by its restriction to axisymmetric fields — understanding

the measurements in active regions clearly requires the relaxation of those assump-
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tions.

We have shown, then, that changes in thermal structure throughout the solar
convection zone do occur over time-scales relevant to the solar activity cycle. We
have shown further that these changes are highly correlated in time with activity
observed on the solar surface and in the atmosphere. We have presented evidence
that individual active regions affect the solar structure down to a depth of at least
2% of the solar radius, and that the changes in structure are to a certain extent

correlated with the strength of the magnetic fields at the surface.
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Appendix A

Principal Component Analysis

We give a brief description of the Principal Component Analysis technique that
follows the one found in Kendall (1980). This technique assumes that we begin
with a set of observations, each one consisting of a set of data points (for example,
a set of spectra of different objects, or a set of images, or, as in this paper, sets
of mode frequency measurements at different points in time). Assume we have
m observations, each with n data points. The m vectors x; each contain the n
data points z;;, measured relative to the mean Z; We wish to find a new set of
vectors ¢; that are linearly dependent on x;, and uncorrelated with each other.
In addition, we require that they have stationary values of their variance. This
condition is imposed to ensure that most of the variance is accounted for in as few
vectors ¢; as possible. Alternatively, this condition can be viewed geometrically as
a rotation of the basis vectors such that the variance of the data with respect to
each basis vector is maximal. This is most easily understood in the case of a two
dimensional data set, where PCA is equivalent to a linear fit to the data, and the

rotation sets one basis vector parallel to that fit. The vectors ¢; will be given by
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a linear combination of the original observations:

C;, = Zéjil’j. (A].)
j=1

The vectors ; will form a new basis set for the observations. The variance of ¢;

is given by

var ¢; = Z Zgjsziejk; (A‘2)

j=1 k=1

where e;i, is the covariance between x; and x;. The covariance matrix is given by

E = lXxT, (A.3)
n

where X is the matrix (@, ®a,...,Tn). In order to get unique solutions for the

values of £;;, we impose a normalization condition:

Zm: Z =1 (A.4)
i=1

Finding the stationary values of var ¢; (eq. A.2) with the condition A.4 is equivalent

to finding the stationary values of:

Z Z&'jfikejk —A (Z &~ 1> ) (A.5)
=1

j=1 k=1

where \ is some constant. To find the stationary values, we differentiate A.5 by

&; and find the roots of the equation:

Zfikeﬂc — A& = 0. (A.6)

k=1
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This is an eigenvalue problem — the vector §; is an eigenvector of E and A is
the corresponding eigenvalue. The eigenvectors form an orthonormal basis set and
are called the ‘principal components’ of the data set. When they are ordered by
decreasing eigenvalue A, the first principal component will have the largest possible
variance, the second the second largest variance, and so on. In our work, we use the
singular value decomposition of the covariance matrix to get the eigenvalues and
vectors. The vectors ¢; are the scaling coefficients for the principal components.

The PCA technique has several known weaknesses. The first is that its simplest
implementation requires a completely filled covariance matrix — in other words
there can be no missing data in X. This is a problem for us since not all modes
are identified in each different observation epoch. There are generalizations of the
technique which allow for large quantities of missing data. In our case, however,
the modes in which we are interested tend to be identified in most of the mode
sets, so we can simply interpolate the missing modes from the existing frequency
measurements without any significant effect on the results. We do not, therefore,
use a more specialized technique.

A second problem with PCA is its sensitivity to outliers. One often-quoted
example shows a PCA decomposition where the correlation coefficient between the
first two components with one outlier removed is 0.99 (e.g., Huber 1981). There
are available routines for making PCA more robust, but in our case, because the
dimensionality of the problem is relatively small, we can instead empirically test
the sensitivity of the data set to outliers. Monte Carlo tests show that our data
set is not prone to errors in the PCA due to outliers.

Principal Component Analysis has been used in a wide variety of astronomical
contexts (see references in F. Murtagh & A. Heck 1987, Chapter2). In solar physics,

PCA has been used for, among other things, the inversion of Stokes profiles (e.g.,
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Eydenberg et al. 2005; Ramirez Vélez et al. 2006), in detecting structures in coronal
activity (e.g., Cadavid et al. 2008), and in helioseismic rotation inversions (e.g.,

Eff-Darwich et al. 2004).
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Appendix B

Table B.1:: The sample of active regions used in this

work

NOAA Carrington comparison

number  rotation latitude longitude longitude A MAI
7967 1910 35N 331 305 0.38
7968 1910 2N 294 269 5.28
7971 1910 7S 257 302 8.19
7972 1910 27N 104 59 9.04
7974 1910 9N 73 83 3.16
7977 1911 3N 295 276 86.42
7978 1911 108 253 303 59.10
8038 1922 20N 144 169 5.55
8046 1923 265 274 209 2.38
8047 1923 26N 208 258 45.99
8048 1923 28S 187 167 45.44
8049 1923 265 225 240 7.51
8050 1923 28N 69 114 10.96
8051 1923 21N 132 107 3.86
8052 1923 17N 28 53 43.16
8053 1924 26S 317 342 9.48
8188 1934 29N 198 158 19.78
8189 1934 26S 258 229 51.30
8190 1934 20S 141 176 78.71
8191 1934 20S 118 188 4.79
8509 1948 12N 267 227 14.86
8510 1948 34S 269 234 33.61
8511 1948 16S 261 241 42.69
8512 1948 26S 249 279 28.78

Continued on next page
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Table B.1 — continued from previous page

NOAA  Carrington comparison

number  rotation latitude longitude longitude A MAI
8513 1948 178 233 183 49.18
8514 1948 328 234 189 43.19
8515 1948 168 210 280 6.30
8516 1948 19S 151 166 15.29
8517 1948 22N 221 176 16.11
8518 1948 14S 107 162 85.22
8520 1948 19N 137 82 7.98
8521 1948 33N 162 102 0.92
8522 1948 16N 36 16 72.44
8523 1948 31N 38 60 32.84
8524 1948 21N 36 16 47.19
8528 1949 148 284 264 13.06
8529 1949 13S 327 347 18.77
8530 1949 15N 267 332 10.99
8531 1949 19N 248 223 38.58
8532 1949 40S 296 356 3.68
8533 1949 3N 223 208 64.69
8534 1949 178 223 203 61.42
8535 1949 21N 219 269 62.46
8536 1949 23S 237 187 40.94
8539 1949 13N 238 218 91.45
8540 1949 285 189 134 14.56
8541 1949 21N 196 151 65.33
8542 1949 195 144 159 41.71
8543 1949 6N 148 88 7.37
8544 1949 20S 117 67 97.89
8545 1949 36N 102 127 60.48
8547 1949 22N 175 130 15.36
8548 1949 208 90 50 77.33
9017 1963 13S 174 114 198.72
9021 1963 3N 185 195 11.95
9027 1963 22N 146 111 17.88
9045 1964 15S 313 328 9.61
9046 1964 19N 258 213 60.70
9047 1964 28S 285 320 20.19
9048 1964 7N 331 356 3.57
9049 1964 36S 247 207 28.97
9050 1964 108 298 323 3.88
9051 1964 15N 220 270 50.08
9052 1964 275 297 282 27.25

Continued on next page
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Table B.1 — continued from previous page

NOAA Carrington comparison

number  rotation latitude longitude longitude A MAI
9053 1964 4N 229 239 0.72
9054 1964 12N 195 170 108.33
9055 1964 20N 178 228 34.79
9056 1964 13S 181 161 2.90
9057 1964 14N 163 98 7.94
9058 1964 135 238 223 12.54
9059 1964 15N 188 238 33.84
9060 1964 33S 148 203 7.61
9061 1964 138 138 178 63.49
9062 1964 168 117 77 150.33
9065 1964 22N 70 80 11.12
9066 1964 12N 60 120 68.68
9067 1964 198 69 49 123.63
9071 1964 22N 91 41 6.51
9131 1966 14N 191 156 71.49
9132 1966 20N 201 171 18.05
9139 1966 9S 149 114 66.98
9381 1974 178 323 268 33.65
9384 1974 13N 330 10 32.56
9385 1974 118 255 240 37.91
9386 1974 AN 263 203 22.69
9387 1974 8N 218 193 24.52
9390 1974 14N 186 146 135.68
9391 1974 45 264 254 23.97
9392 1974 18N 265 230 1.86
9393 1974 17N 157 207 135.67
9394 1974 8N 156 146 140.64
9395 1974 125 153 128 88.27
9396 1974 6S 213 153 17.49
9397 1974 85 132 192 93.15
9398 1974 20N 208 163 42.62
9399 1974 29S 204 259 4.39
9400 1974 10N 166 221 34.92
9401 1974 22N 133 158 160.33
9402 1974 17N 180 230 49.93
9403 1974 14S 118 83 135.51
9404 1974 4S 102 152 53.78
9405 1974 13S 171 186 20.94
9406 1974 26N 86 46 15.27
9407 1974 11N 85 145 5.84

Continued on next page
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Table B.1 — continued from previous page

NOAA  Carrington comparison

number  rotation latitude longitude longitude A MAI
9408 1974 9S 116 81 124.69
9410 1974 36S 81 56 35.43
9411 1974 7N 86 51 66.86
9413 1974 10N 115 100 28.30
9416 1974 17N 90 80 27.21
9419 1974 8N 76 46 66.82
9426 1975 8S 287 302 19.83
9427 1975 7S 338 3 75.58
9429 1975 8N 234 214 81.68
9431 1975 108 197 162 58.69
9432 1975 8N 214 229 78.59
9433 1975 17N 157 202 165.34
9434 1975 18N 236 271 5.55
9435 1975 20S 193 158 108.39
9436 1975 108 126 171 26.85
9437 1975 9N 120 140 22.70
9438 1975 128 147 112 79.30
9440 1975 7N 105 80 78.76
9441 1975 6N 84 124 77.88
9442 1975 27N 71 26 41.03
9444 1975 10S 37 2 40.42
9445 1975 24N 31 51 87.93
9446 1975 55 111 166 12.89
9447 1975 11N 53 23 32.08
9450 1975 25 37 22 5.71
9454 1976 13N 231 256 115.26
9460 1976 24S 193 243 4.28
9461 1976 20N 161 216 102.40
9777 1985 6S 270 220 23.92
9778 1985 158 262 222 99.38
9779 1985 28N 266 246 69.40
9781 1985 4S 230 175 38.83
9782 1985 7N 222 272 150.23
9784 1985 29S 209 189 14.02
9786 1985 255 221 211 26.70
9787 1985 7S 130 185 172.83
9788 1985 17N 151 141 64.72
9789 1985 19N 191 251 27.67
9790 1985 27N 164 134 15.00
9791 1985 2S 196 136 34.66

Continued on next page
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Table B.1 — continued from previous page

NOAA  Carrington comparison

number  rotation latitude longitude longitude A MAI
9792 1985 0 151 121 18.59
9793 1985 145 146 186 70.50
9794 1985 12N 113 158 23.90
9796 1985 9N 118 168 27.54
9797 1985 178 107 152 10.10
9798 1985 2S 95 80 25.77
9799 1985 23S 80 40 41.10
9829 1986 7S 129 84 73.85
9830 1986 19S 136 161 212.03
9832 1986 7S 130 90 44.80
9833 1986 11N 157 127 72.61
9834 1986 3N 88 73 19.76
9836 1986 2S 154 94 32.81
9837 1986 9N 56 61 29.21
9838 1986 5N 133 73 9.00
9839 1986 178 108 113 14.42
9842 1986 18S 97 132 95.44
9844 1986 22N 56 86 85.83
9854 1987 10N 353 23 9.59
9874 1987 17N 109 94 28.33
9875 1987 20S 72 62 26.17
9881 1987 3S 100 90 21.99
9889 1988 16S 287 332 152.05
9891 1988 8S 316 331 34.83
9892 1988 5N 246 301 48.90
9893 1988 18N 215 240 150.37
9894 1988 15N 277 307 34.74
9895 1988 6N 205 145 39.81
9896 1988 108 194 244 43.54
9897 1988 1S 259 279 18.44
9898 1988 185 190 215 29.60
9899 1988 18N 181 236 85.42
9900 1988 28S 232 192 60.54
9901 1988 20N 204 264 173.94
9902 1988 12N 162 192 83.67
9903 1988 17N 151 176 47.03
9904 1988 158 221 191 39.55
9905 1988 158 202 237 19.60
9906 1988 148 149 209 217.77
9907 1988 3S 116 171 119.72

Continued on next page
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Table B.1 — continued from previous page

NOAA  Carrington comparison

number  rotation  latitude longitude longitude A MAI
9909 1988 8N 80 135 69.78
9910 1988 208 89 109 51.08
9911 1988 13S 73 58 28.87
9912 1988 10N 68 108 114.25
9913 1988 158 61 6 70.08
9914 1988 4N 14 359 107.02
9915 1988 11N 3 33 116.19
9918 1988 6N 44 59 1.81
9920 1988 225 31 51 37.58
9924 1988 15S 27 327 21.72
9925 1988 14S 41 81 15.82
9926 1989 13N 313 293 39.00
9927 1989 26S 237 177 20.31
9928 1989 18N 236 286 57.57
9929 1989 22N 284 244 35.21
9930 1989 12N 302 272 57.88
9931 1989 15N 268 283 12.54
9932 1989 27S 224 164 7.88
9933 1989 17N 219 184 46.73
9934 1989 168 210 170 136.85
9935 1989 18S 240 230 24.36
9936 1989 168 232 267 37.81
9937 1989 8S 189 219 91.67
9938 1989 55 186 216 25.44
9939 1989 18N 178 173 5.90
9940 1989 16N 177 167 39.38
9941 1989 225 222 192 63.64
9942 1989 21N 195 135 69.67
9943 1989 108 169 179 19.11
9944 1989 8N 170 155 11.31
9945 1989 3S 139 199 113.74
9946 1989 65 128 178 90.79
9948 1989 218 88 108 122.71
9949 1989 16S 160 125 37.71
9950 1989 55 109 64 67.19
9952 1989 15S 148 133 30.83
9956 1989 85 89 104 50.93
9970 1990 5N 260 235 78.39
9971 1990 21N 287 252 36.48
9976 1990 108 260 295 10.49

Continued on next page
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Table B.1 — continued from previous page

NOAA  Carrington comparison

number  rotation latitude longitude longitude A MAI
10276 1999 138 161 216 89.86
10277 1999 185 136 171 11.08
10279 1999 128 190 195 1.64
10284 1999 12N 169 189 1.97
10286 1999 12S 143 213 9.49
10487 2009 12N 260 195 10.76
10488 2009 8N 290 315 269.89
10489 2009 12S 302 283 51.71
10490 2009 118 260 290 88.92
10491 2009 65 293 278 46.20
10493 2009 9N 278 256 72.43
10494 2009 23S 263 313 9.27
10498 2009 3S 173 163 6.89
10499 2009 16S 173 153 49.40
10641 2018 14N 176 196 18.17
10643 2018 8S 177 137 6.95
10645 2018 11N 160 170 7.07
10654 2019 7N 266 231 34.60
10655 2019 9S 181 121 75.22
10656 2019 148 82 142 312.38
10657 2019 10N 74 89 24.61
10791 2032 13N 159 169 0.13
10792 2032 11N 56 41 149.10
10793 2032 13N 115 60 30.59
10796 2032 7S 46 71 5.28
10800 2033 16N 157 137 123.87
10870 2042 7S 337 327 13.40
10871 2042 65 309 334 58.13
10872 2042 7S 276 217 6.50
10873 2042 35 299 349 27.73
10874 2042 0 239 259 30.53
10875 2042 108 114 79 165.70
10876 2042 158 82 112 95.15
10877 2042 55 81 141 3.16
10978 2064 8S 223 198 156.17
10980 2065 7S 237 267 47.48
10981 2065 27N 245 290 8.85
10987 2068 7S 260 305 76.79
10988 2068 7S 237 257 1.99
10989 2068 118 205 195 40.43
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