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Summary

Near Infrared (NIR) spectra provide compositional and mineralogical information of the
lunar surface focusing on the distribution of fundamental mineralogical components such
as pyroxene, olivine and plagioclase. Given that lunar regolith’s absorption features in
NIR spectra are often weak, in order to extract useful and reliable geochemical informa-
tion it is imperative to achieve an accurate calibration and photometric data reduction of
the whole data set, measured in various illumination geometries.

In 2003 the European Space Agency (ESA) launched the SMART-1 spacecraft, a tech-
nology demonstrator, which was also their first scientific mission to the Moon. In 2005-
2006 one sixth of the lunar surface was observed by the onboard 256-channel NIR point
spectrometer, called SMART-1 infrared spectrometer (SIR), with a spectral range of 0.9
to 2.4 µm, and spatial resolution between 300 m and 3 km.

Chandrayaan-1, the first Indian mission launched to the Moon in October 2008, has
an improved version of the SIR spectrometer called SIR-2, employing an upgraded de-
tector, along with other improvements targeting thermal stability issues. Furthermore, the
circular orbit of 100 km altitude chosen for the Chandrayaan-1 mission, rather than an
elliptical one as per the SMART-1, is better suited for remote sensing surveys, potentially
yielding more consistent scientific data.

In this work the data reduction of the data sets of SIR and SIR-2 spectrometers has
been developed starting from calibration measurements and their analysis and including
necessary steps to produce reflectance factor values as a function of wavelength. The ab-
solute sensitivity, photo-response nonuniformity, linearity properties, wavelength range,
and spectral resolution of the SIR-2 and SIR-2 flight spare model have been determined by
measurements in a controlled environment with calibrated sources in terms of wavelength
and intensity of light. During this work the analysis of SIR calibration measurements has
been improved too, and a simulated output of the instruments has been calculated. Due
to the 16-month journey of SMART-1 to the Moon, and the thermal cycling and radiation
involved, the instrument response extracted from laboratory calibration did not compare
in full with the inflight instrument response of SIR. Inflight calibration information has
been acquired by observing the Apollo landing sites where samples have been returned
and their NIR spectra measured in laboratories; this comparison produced a wavelength-
dependent correction factor.

The photometric function used in this data reduction is a combination of Akimov’s
disk function and the semi-empirical Shkuratov phase function, whose parameters at
NIR have not been sufficiently determined before. The shadow hiding parameter of
this function has been fitted using SIR data from target tracking observation of selected
sites at varying phase angles. The value of the parameter was found to be k = 1.07 −
0.00015λ[nm], where λ is the wavelength.
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1 Introduction

With three ongoing and several planned missions, the Moon has become the target of
interest to several space faring countries and agencies. Mapping and exploration for the
purpose of resource utilization and renewed human presence are under way with new
high-resolution instruments never used in lunar science before. Remote sensing and other
remote observation techniques have provided a wealth of scientific data for planetary
research since returned samples from known locations are available only from nine sites
on the Moon.

Near Infrared (NIR, 0.7-3.0 µm) spectroscopy provides a tool for determining which
minerals are present on the surface. The detection is based on mineral-dependent absorp-
tion of solar light when photons travel through the uppermost part of regolith or rocks
before scattering towards the direction of the observing instrument. Knowing the miner-
als, which have different solidification temperatures, it is possible to infer the temperature
under which solidification took place, and thus have information about the history of rock
formation via melting, differentiation, crystallization, and volcanic processes.

Ground based observations are limited by the atmospheric absorption bands in NIR;
to avoid that absorption, to get a closer look with higher spatial resolution, and to observe
surfaces which are not visible from the Earth, spacecraft are sent to orbit planets, moons,
and small bodies of the solar system.

One of the scientific reasons why we investigate the Moon is that it is the closest
terrestrial object, and it can be compared in size to other solar system bodies without an
atmosphere, like Mercury and the large moons of Jupiter. For instance, both Mercury
and the Moon have experienced heavy cratering. There are also differences between the
two terrestrial bodies in the inner solar system: Mercury has a global magnetic field
whereas the Moon does not, indicating different core structures, and the plains of Mercury
contain less iron than the dark maria of the Moon. The returned regolith and rock samples
combined with spacecraft observations give an insight of our Moon, and this information
can be used in comparative studies.

Another scientific aspect is that the Moon has preserved a record of solar wind in its
regolith. Helium-3, carried to the surface of the Moon by the solar wind, might be used
as fuel for fusion power plants in the future. Although the relative amount of Helium-
3 is very small and requires the excavation of the upper regolith layer and a method to
extract Helium-3, it is potentially an economically feasible source of fuel once the fusion
technology is developed. Fuel cell catalysators require metals which are rare on Earth and
they have been found mostly in areas of old meteorite impacts. Those metals could also
be found in many of the lunar impact craters. Although the Moon is dry, water brought by
comets might be found as ice at cold dark crater bottoms near the poles, having collected
there as a result of ballistic leaps of individual molecules. Indirect evidence of hydrogen
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1 Introduction

deposits have been suggested by spacecraft missions, but the findings and amounts of
H2O still remain to be further investigated. There is another class of observations called
lunar transient phenomena which are bright flashes that occur randomly on the Moon’s
surface about a dozen times per year and their origin remains unclear. The Moon also has
local magnetic anomalies associated with albedo features called swirls; there are many
theories about their origin.

The moon of the Earth was investigated extensively from the late 1950’s to the mid-
1970’s. After failed attempts by USA missions, the first picture from the farside was taken
by the Soviet Luna 3 mission in 1959. The first robotic soft landing including TV pictures
from the surface were accomplished in 1966 by the successful Luna missions. The USA
was more successful in manned missions with six landings in 1969-1972 but after that,
the interest in the Moon decreased dramatically. The Soviet Union had the first rover and
robotic sample return missions in 1970; their Moon program ended in 1976 with Luna 24,
their third robotic sample return. Following the 12 successful lunar missions by the USA
and the USSR in the 1970’s there were no Moon missions all through the 1980’s. Lunar
exploration resumed in 1990 when a small Japanese spacecraft called Hiten made a dust
and gravity study.

The Galileo mission to Jupiter, made two Earth flybys in the 1990’s and took pictures
and spectra of the Moon (see Section 1.4.1). It carried onboard an imaging spectrometer.
The USA Clementine mission of 1994 had imaging cameras at several bands at ultravio-
let, visible and NIR wavelengths, which were used to make inferences on mineralogy, but
it did not carry spectrometers (see Section 1.4.2). On the other hand the Lunar prospec-
tor mission in 1998, also from USA, did not have cameras, but it had spectrometers for
gamma rays, neutrons and alpha particles.

The first European lunar mission was the SMART-1 in 2003-2006 (see Section 1.4.4).
After a 16-month journey it reached a polar elliptic orbit with perigee at 300 km and
apogee at 3000 km and observed the Moon for one and half years until a planned impact
in September 2006. The SMART-1 carried on board the first high resolution NIR spec-
trometer SIR, which had been sent to orbit the Moon together with six other instruments.

In 2007 two Asian countries launched their lunar missions which are currently orbiting
the Moon: the Chinese Chang’e and the Japanese Kaguya with its two sub-satellites.
Kaguya is on a 100 km polar orbit and carries 13 science instruments on board, one of
them is a visible to NIR spectrometer targeting mineral identification. Kaguya’s mission
objectives are global characterisation of the lunar surface and detailed gravimetry (see
Section 1.4.3). Chang’e is on a 200 km polar orbit with six science instruments. It is used
to capture 3D images and map geologic structures. It is also used for investigating the
depth of the lunar regolith and space weather processes between the Earth and the Moon.
Chang’e carries on board a spectrometer for visible wavelengths with a spatial resolution
of 200 m.

The first Indian Moon mission Chandrayaan-1 was launch in October 2008 for the
purposes of high resolution selenological and chemical mapping (see Section 1.4.4). It is
on a circular polar orbit at an altitude of 100 km. Among the 11 science instruments it
carries an upgraded NIR point spectrometer SIR-2 built by the Max Planck Institute for
Solar System Research as a ESA contribution to the mission.

NASA is planning the launch of the Lunar Reconnaissance Orbiter mission for spring
2009 intended as a preparatory mission for human exploration. It will have cameras
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1 Introduction

with spatial resolution of 0.5 m, similar to that currently onboard Mars Reconnaissance
Orbiter, instruments to map mineralogy and radiation environment, and a radar to search
for water ice. For 2011 NASA is planning a mission with two orbiters called GRAIL
and LADEE to investigate the lunar gravity field and its interior. India’s Chandrayaan-2
with an orbiter and a Russian rover is planned for 2011 as well. For the decade 2012-
2021 there are preplans to send both orbiters and landers by several countries: Germany
(LEO, BW 1), United Kingdom (Moonraker, MoonLITE), Russia (Luna-Glob), China
(Chang’e 2 and 3), Japan (Kaguya 2 and 3), India (Chandrayaan-3), ESA (MoonNEXT),
and Korea. NASA has planned a series of missions culminating in a human landing in the
2020’s. Also entrepreneurs are encouraged to send a rover to the Moon and collect the
Google Lunar X-prize reward. The competition is on until 2014, and currently there are
10 private teams working towards that goal.

Outline of the thesis

Extracting high-quality science data from the high-resolution instruments requires that
their instrument response has been carefully measured under laboratory conditions. The
observing instrument gives an output signal which is a combination of the incoming phys-
ical signal, electromagnetic radiation or particles, and the instrument itself. Optical in-
struments, like the NIR spectrometers SIR and SIR-2 (characterised in Chapter 2), are
calibrated with respect to incoming intensity of light as well as for the response to dif-
ferent wavelengths. Also the instrument output with no incoming light is investigated in
different physical conditions of the instrument, with temperature being the most impor-
tant variable. The calibrating devices themselves must be in a known status of calibration,
which can be derived from national standards. However, even our best ground calibrations
may not represent the true status of the instrument after the launch and cruise phases. The
ground calibrations of the SIR and SIR-2 instruments are described in Chapters 3 and 4
of this thesis. Calibrations of NIR instruments in previous missions have needed major
corrections also during the science mission. For example, the flight calibration of the
NIR camera onboard the Clementine spacecraft has taken a considerable time and effort.
The inflight calibration can use astronomical objects whose spectra and intensities are
known, or areas on the planetary surface where an expected response is already known.
On the Moon typical ground truth locations are some of the Apollo landing sites, from
which samples have been analysed in laboratory, and which are representative enough to
be compared to remote sensing observations. In the data reduction of visible and NIR
data the specific illumination conditions have to be taken into account, because changes
in the incidence and emergence angles affect the spectrum. Data reduction including the
photometric corrections for illumination geometry as well as the inflight calibration are
described in Chapter 5. Sample cases from the SMART-1 / SIR data are shown in Chap-
ter 6.

The following Subsections in this Chapter offer an introduction to lunar mineralogy,
reflectance spectroscopy, spectrometers and previous NIR experiments onboard Moon
orbiting spacecraft.
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1 Introduction

1.1 Lunar mineralogy and geology

Before the age of spacecraft observations there were unverified speculations about the
composition and origin of our closest neighbor in the Solar System. The advantage was,
though, that the Moon is close enough to distinguish features on its surface even without
any instruments. There are two major terrain types: the heavily cratered highlands, and
the lightly cratered, probably younger, maria. They are darker in color and cover one
sixth of the nearside. There were speculations, which are nowadays known to be false,
that the highlands were composed of granite and maria are sediments only a few million
years old, or that the Moon was an undifferentiated object (Taylor 2005). Also, most of
the craters were thought to be of volcanic origin. Valley formations called rilles led to the
erroneous conclusion that flowing water had been present. Even though many geological
speculations turned out to be false later, ground-based observations did give information
about the Moon’s orbit, the 1:1 resonance of orbital and rotational periods, lunar density,
and angular momentum. Inferences about the internal structure could be made based on
the density and angular momentum data.

In the late 19th and early 20th centuries several theories were proposed to explain the
origin of the Moon (Schrunk et al. 1999). George Darwin stated that since the Moon is
slowly receding from the Earth, it would have originated in the fission of an asymmetric
early Earth. The problem with this fission hypothesis was that the Moon could not have
formed within the Roche limit of the Earth. Other theories of that time were the Laplace
theory, supported by Roche himself, where the two bodies formed by co-accretion at the
same time and in the same neighborhood. In the capture theory by Thomas See the Moon
had been captured in the same way as some of the moons of Jupiter and Saturn.

The current understanding of the formation of the Moon is based on isotopic data from
the 400 kg of samples from six Apollo and three Luna sites on the nearside, as well as on
dynamic modelling. Oxygen isotopic compositions of different inner solar system bodies
show heterogeneity and since the oxygen-isotopic composition is similar between Earth
and the Moon they would have formed from a similar mix of material. The leading current
theory is the Giant Impact hypothesis. According to this theory, a Mars-sized object
named Theia impacted the Earth, consequently the impactor was destroyed and part of
early Earth’s mantle was thrown into orbit. The new bulk Earth and the disk of ejecta were
thus a combination of material from both the proto-Earth and the impactor. From this disk
of vapor and debris the Moon begun to accrete. Pahlevan and Stevenson (2007) speculate
that the debris disk remained connected to the Earth by silicate vapor and diffusive mixing
evened out the differences of those elements which eventually vaporized, such as oxygen.
Dynamical simulations suggest that most of Moon’s mass came from Theia (Canup and
Asphaug 2001). A recent refinement of the timing of the giant impact gives an estimate
of 62+90

−10 million years after the formation of the Solar System accretion (Touboul et al.
2007), which occurred 4567 million years ago.

At the beginning the Moon probably featured a global magma ocean, which began to
solidify at around 200 million years (Touboul et al. 2007). There was at least some partial
differentiation during the magma ocean phase, producing a highly aluminous flotation
crust enriched in plagioclase feldspar. The duration and depth of differentiation is a key
question in lunar geology, as well as the existence of a possible undifferentiated lower
mantle.
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1.1 Lunar mineralogy and geology

Minerals and regolith

A fundamental source of data on lunar minerals and geology have been the returned sam-
ples. They were studied, and still continue to be studied, with all the conventional methods
of geochemistry, mineralogy and petrography (e.g. Lunar Sample Preliminary Examina-
tion Team 1969, Alvarez et al. 1970, Papanastassiou and Wasserburg 1971, Apollo 17
Preliminary Examination Team 1973, Andersen and Hinthorne 1973, Benkert et al. 1993,
Saal et al. 2008). From the samples it was quickly realised that the maria formed as a
result of basaltic lava flows due to partial melting of the mantle. The paucity of central
volcanic cones is explained by the high fluidity of lunar lavas compared to Earth lavas.
The maria basalts contain pyroxene, and are enriched in iron and titanium in comparison
to Earth’s equivalent. The highland rocks are mostly feldspathic breccias of anorthositic
composition, with aluminum and calcium as the major elements. They are strongly en-
riched with trace element materials called KREEP (potassium, rear Earth elements and
phosphorus).

The major minerals on the Moon are pyroxenes, olivines, plagioclases and ilmenite
and as most lunar minerals, they are also common on Earth. Nevertheless, the Moon is
depleted in comparison to Earth in iron and volatile elements. The principal difference is
that on the Moon there are no minerals that indicate the presence of water, for instance,
clays, micas and amphiboles are missing; potassium feldspar is also rare, whereas on
Earth it is common. Oxide minerals are found mainly in the mare regions and ilmenite
containing titanium is typical of mare basalts.

Regolith, the few meters thick fragmented rock debris caused by impacts on the sur-
face, is composed of all grain sizes. Impacts have further pulverized the regolith over time
and it is also affected by space weathering. The mean grain size is 60 µm to 70 µm (Papike
et al. 1991).

Cratering rates

The determination of the ages of the returned samples was essential in calibrating crater-
ing rates (Ivanov and Hartmann 2007). They are between 3 and 4 billion years old, so even
the youngest maria samples are as old as the oldest rocks on the Earth. Since the Moon
has been geologically inactive for the last 3 billion years it is possible to estimate the
cratering rate (the number of craters of a given diameter per square kilometer) at a given
time interval. The rate of formation of new craters due to meteorite bombardment is de-
caying with time since the formation of the Solar System, and together with the absolute
ages from lunar samples, geologic evolution of the terrestrial planets has become better
understood. Both Mercury and the Moon may have experienced a downpour of meteorite
impacts at the end of the formation of the solar system called Late Heavy Bombardment.

Internal structure

The seismic experiments of the Apollo missions provided new information about the in-
ner structure of the Moon, although they were installed only on five landing sites on the
nearside. The crust is on average 60 km thick, the litosphere extends to a depth of around
1000 km, and below it, we find a partly liquid astenosphere down to 1740 km. Doppler
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1 Introduction

gravity data from the later Lunar Prospector mission in 1998 indicate the possible pres-
ence of an iron core with a radius of 220 to 450 km, and a mass of less than 3% of the
Moon mass (Konopliv et al. 1998).

Farside and nearside asymmetry

The first pictures from the farside of the Moon revealed obvious geological differences
in comparison to the nearside: maria only cover 1% of the farside compared to 17% on
the nearside (Papike et al. 1991). One of the results from the Apollo program was that
the shape of the Moon is asymmetric i.e. the crust on the farside is thicker than on the
nearside. Data from the Clementine mission show that the center of mass is displaced two
kilometers toward the nearside from the center of the figure of surface (Zuber et al. 1994).
Based on modelling of the formation of impact basins, combined with topographic and
crystal thickness data, it has been suggested that a large impact on the nearside excavated a
mega basin throwing an ejecta blanket mantling the farside (Byrne 2007), and thus caused
the farside and nearside asymmetry.

1.2 Bidirectional reflectance spectroscopy

Spectroscopy can be defined as the study of light as a function of wavelength that is
reflected, emitted or scattered from a solid, liquid, or gas (Clark 1999). As photons enter
a mineral or an amorphous rock some of them are absorbed whereas others are refracted
and scattered again in other mineral grains. Some of the scattered or emitted photons
will eventually reach an observing instrument, where the absorption signatures of the
mixture of minerals within the field of view of the instrument are seen in the spectrum.
Reflectance spectroscopy is used by telescopic and spacecraft observers alike and as a
tool in laboratory analysis of samples. The infinitesimal power dP measured by a remote
sensing instrument from a surface element dA is

dP (r) = L (e, φ) dA cos (e) dΩ (r) , (1.1)

where r is the distance between the plane surface element dA and the observing instru-
ment, L is the radiance of the surface element, also known as (specific) intensity or bright-
ness, e is the angle between the surface normal and the direction to the instrument, φ is
the azimuthal angle of this direction in the plane of the surface, and dΩ is the scattering
solid angle, i.e. the solid angle of the instrument’s aperture seen from dA. Because the
power depends on the distance it is convenient to quantify the measurements in units of
radiance, which is invariant to distance in free space, i.e. when the power from the surface
element dA is equal to the power received by the instrument. The bidirectional reflectance
is defined as

r (e, φ; i, φi) =
L (e, φ)
J (i, φi)

, (1.2)

where J is the collimated irradiance (power per unit surface area) incident to dA, i is the
angle of incidence, and φi is the azimuthal angle of incidence. Another quantity often used
in remote sensing is the bidirectional reflectance distribution function: BRDF = r(e,φ;i,φi)

cos i .
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1.2 Bidirectional reflectance spectroscopy

1.2.1 Physical causes of mineral absorption

Mineral identification is based on characteristic absorptions in regolith grains or rock
when sunlight traverses them before scattering in the direction of the instrument. A typical
depth of light penetration for silicate material is in the order of 1 µm (King et al. 2004).
The mechanisms of absorption are electronic processes, as well as vibrational, rotational,
and free carrier transitions. The electronic processes are the crystal field effect, charge
transfer absorptions, conduction band transitions, and color centers. The most typical
transitions at visible and NIR are electron excitations, where a single electron is induced
from a lower energy level to a higher one. Partial rotation and translation (lattice modes)
occur at lower energies corresponding to longer wavelengths than NIR. When a photon is
absorbed at some wavelength it causes heating of the material and possible an emission
at a longer wavelength.

Isolated atoms have discrete energy states, whereas in a solid the wavefunctions of
the outer electrons overlap. This results in splitting of the energy levels so that there are
several energy states which are close to each other. The energy levels of shared electrons
may become smeared over a range of values and form an energy band, therefore mineral
absorption bands are much broader than absorption lines in e.g. stellar spectra. The bands
are usually superimposed on a background continuum, which is caused by a wing of a
larger absorption feature.

The depth of an absorption band depends, among other factors, on the grain size; at
NIR wavelengths large grains have stronger absorption bands than small grains of the
same material. There are more surface reflections in small grains and less absorption due
to internal paths in the grains where photons are absorbed according to Beer’s law

I = Ioe−κs s, (1.3)

where I and Io are the intensity of light exiting and entering the grain, respectively, κs is
the absorption coefficient1, and s is the distance travelled inside the grain.

The band depth increases as a function of grain size until it reaches a maximum value
and then starts decreasing due to the effect of first reflections. In mid-infrared wavelengths
(3.0 to 30 µm) absorption coefficients are typically larger and surface reflections are more
dominant than in visible or NIR and the grain size effect may have an opposite trend at
some wavelengths but not on others.

Crystal field effect

Crystal field effect occurs in minerals which contain transition elements. Their unfilled
’d’ orbitals have identical energies in isolated atoms but split in a crystal. Since the crys-
tal field splitting (energy separation between ’d’ orbitals) varies from mineral to mineral,
absorption features can be used to identify the mineral. Even the same ion (e.g. Fe2+) pro-
duces slightly different depth, shape and positions of absorption bands depending on the
physical properties of this ion’s environment. The energy levels, which determine the pos-
sible wavelengths of the absorption, depend on i) the type of ion and ligands (surrounding
anions treated as point negative charges), ii) symmetry of the site within the crystal, and

1This is related to the wavelength λ and the imaginary part of the complex index of refraction n as
κs =

4π=n
λ

.
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1 Introduction

iii) the metal-ligand inter-atomic distance. The strength of the absorption band depends
on i) the valence state of the transition element ion, ii) the amount of the ion, iii) symme-
try of the site, iv) the compositional properties of the neighboring ligands and ions, and
v) physical properties, e.g. closeness to the grain surface. Especially, minerals bearing
iron produce prominent features in the NIR which can be used for mineral identification.
On the other hand, the partly unfilled shells of rear Earth ions have deep-lying electrons,
whose energy levels remain largely unchanged in a crystal field, thus their absorptions do
not vary between different minerals (Hapke 1993, King et al. 2004, Clark 1999).

Charge transfer

A charge transfer absorption is an interelement transition where the absorption of a photon
causes an electron to move between ions of different elements, ions of the same element
in a different valence state, or between ions and ligands. The absorptions are hundreds
of times stronger than in the crystal field effect and occur in the ultraviolet with wings
extending to the visible wavelengths. Charge transfer absorptions cause the red color of
iron oxides (King et al. 2004, Clark 1999).

Conduction bands

In some minerals there are two main energy levels for electrons to occupy (Hapke 1993,
Clark 1999). In the band model of electrons in a solid, the highest energy band where
all electron states are occupied is called the valence band; its electrons are located on a
discrete ion or atom, whereas the higher energy levels of the conduction band may be par-
tially or completely empty, and its electrons can move freely about the solid lattice. The
valence electrons are binding the atoms or ions together in the mineral. The energy gap
(band gap) between the valence and conduction bands determines the maximum wave-
length of electromagnetic radiation that can excite an electron from the valence band to
the conduction band. The band gap of some solids corresponds to the photon wavelengths
in visible and NIR; these solids are typically semiconductors, whose band gap is only a
tenth of a typical dielectric substance (insulator). The detector of the SIR instruments is
based on this property of semiconductors (see Section 2.1).

Color centers

Most rock forming minerals suffer from lattice imperfections: vacancies, interstitials (an
extra ion forced between the space between ions), and substitutional impurities (replace-
ments of ions with different species). These imperfections may produce discrete energy
levels in some minerals. If an excess charge is accompanied by the imperfection, an elec-
tron can orbit a positively charged imperfection, or a hole a negatively charged one. In
this type of system, called a color center, an electron or a hole can jump to a higher energy
level causing an absorption band, usually in the visible or NIR (Hapke 1993, Clark 1999).

Vibrational processes

The bonds in a crystal lattice are vibrating in specific frequencies depending on the mass
of the vibrating atom and the strength of the bond. Minerals carrying the hydroxyl ion
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1.2 Bidirectional reflectance spectroscopy

(OH−) may have absorptions near 1.4 µm, near 1.9 µm, and near 2.3 µm. The broad
absorptions of water ice near 1.5 µm and 2.0 µm are a consequence of multiples of the
basic frequency of the hydrogen bonds. While the crystal structure of ice is hexagonal,
these bonds are orientationally disordered, which broadens the bands (Clark 1999).

1.2.2 Bidirectional reflectance

There are many kinds of reflectances (diffuse scattering of light into many directions by a
geometrically complex medium) depending on the geometry and set-up of a measurement
or an observation. While in reality all measured reflectances are biconical, i.e. neither the
source nor the detector is perfectly directional or perfectly diffuse, in many real-life re-
mote sensing situations the sunlight can be assumed to be collimated, and the field of view
of the detector can be assumed to be relatively small, so that bidirectional reflectance is
a good approximation (Hapke 1993). Another reflectance, the directional-hemispherical
reflectance, is better known as the (plane) albedo, commonly used in astrophysics.

When a lunar spectrum is observed it is a combination of the effects of incident solar
radiation, properties of the surface, and the illumination geometry, which has an effect on
the intensity of the observed spectrum and also on its shape, for instance by changing its
continuum slope. There are five physical processes affecting the light incident on a re-
golith surface: i) reflection, ii) absorption, iii) diffraction, iv) scattering by subwavelength
and wavelength size particles, and v) refraction. In addition, there are coherence effects
between numerous wavefronts generated by multiple interactions between particles of
different shapes and different geometric scales; the most important coherence effect is the
opposition spike at small phase angles. In order to compare spectra observed at different
photometric conditions a correction needs to be applied. There are three classes of models
for bidirectional reflectance: i) empirical, ii) geometrical optics, and iii) radiative transfer
models. The parameters of empirical models often do not have a physical meaning but
on the other hand the number of parameters is small compared to geometrical optics and
radiative transfer models.

The simpliest bidirectional-reflectance function is the Lambert’s law, which assumes
that brightness is independent of the angle of emergence and the azimuthal direction of
incidence and scattering:

rL (i) =
1
π

AL cos i, (1.4)

where rL is the Lambert reflectance and AL is the Lambert albedo. This law provides
a reasonable adequate approximation for high-albedo surfaces. In the interpretation of
experimental data a quantity commonly used is the reflectance factor, which is the bidi-
rectional reflectance of the observed surface compared to that of a Lambertian surface:

REFF (e, φ; i, φi) =
r (e, φ; i, φi)

rL (i)
, (1.5)

where the Lambert surface is perfectly diffuse (AL = 1).
Another empirical function is the Minnaert reflectance rM:

rM (i, e) = AM (cos i)v (cos e)v−1 , (1.6)
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where AM and v are empirical constants not related to any physical properties in an ob-
vious way; furthermore, their values do have a dependence on the geometry. Minnaert’s
reflectance can be used as an approximation for many surfaces but for a limited range of
angles and it breaks down completely at high angles of emergence.

Treatment of scattering of light from a dispersed particulate medium is well estab-
lished by Chandrasekhar’s radiative transfer theory, but no general theory exists for a
surface with particles packed close together (Hapke 1981). However, several approxi-
mate analytical or semi-empirical expressions are available. The bidirectional reflectance
of a semi-infinite, particulate medium where light is scattered only once and there are
no sources within the medium, can be analytically calculated from the radiative transfer
equation assuming that the scatterers are isotropic. The result is the Lommel-Seeliger
law:

rLS (i, e) =
w
4π

cos i
cos i + cos e

, (1.7)

where w is the single scattering albedo defined as κs

κa+κs
, where κs is the scattering co-

efficient and κa is the absorption coefficient of the medium (Section 1.2.1); the single
scattering albedo w is the probability that a photon survives an interaction of a single
particle. This law can be used for low albedo bodies in the solar system at moder-
ate to high phase angles, and it can be generalised to include nonisotropic scatterers:
r′LS (i, e, α) = rLS (i, e)P(α), where P is the phase function and α is the source-surface-
observer phase angle; for instance P = 1 for isotropic scattering, P(α) = 1 + cosα for
back scattering, P(α) = 1 − cosα for forward scattering and P(α) = 3

4 (1 + cos2 α) for
Rayleigh scatterers. These ideal cases are often not accurate enough; Hapke (1963) pro-
posed a phase function for the Moon:

P (α) =
4π
5

(
sinα + (π − α) cosα

π
+

(1 − cosα)2

10

)
. (1.8)

Taking into account multiple scattering with the simplifying assumption that it is isotropic
the isotropic multiple scattering (IMSA) bidirectional reflectance becomes (Hapke 1981)

rIMSA (i, e, α) =
w
4π

cos i
cos i + cos e

[(1 + B (α)) P (α) + H (i) H (e) − 1] , (1.9)

where the multiple scattering part, the H function (an approximation of the Chandrasekhar’s
H function) is H(i) = 1+2 cos i

1+2γ cos i , where γ =
√

1 − w. A better approximation, which must be
used if rIMSA > 0.9 can be found in Hapke (2002). For small phase angles the phase func-
tion has to be multiplied by a coherent interference factor, which is relevant to medium
where particles are close to each other:

B (α) =
B0

1 + 1
h tan

(
α

2

) , (1.10)

where B0 is the amplitude of the shadow hiding opposition effect and h = (κa+κs)d ln 1−p
2p ,

where d is the mean particle radius, and p is the filling factor.
The anisotropic multiple scattering (AMSA) model by Hapke uses a more compli-

cated function to replace the H function with a more isotropic multiple scattering term.
A further modification, the Lumme-Bowell model has a more complicated P function
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Figure 1.1: General scheme of a spectrometer with a slit (S), collimator lens (C), grating
(G), objective lens (O) and detector (D). The spectrometer is usually equipped with a
front-end optics system. The grating in this figure is a transmission grating but a more
common type used is a reflection grating. When differential diffraction is used, the grating
is replaced by a prism.

comprising of three parts: scattering from individual particles, shadowing and surface
roughness. A photometric function developed by Shkuratov and Akimov is discussed in
Section 5.4.

1.3 Spectrometers

The word spectrometer in this work refers to an optical instrument consisting of a slit,
followed by a prism, grating or interferometer, and a photoelectric photometer to measure
radiant intensities at various wavelengths (Fig. 1.1). The word spectrometer is also used
for other types of instruments, for example in mass spectrometry where the abundance
of elements is measured as a function of atomic number. The spectrometer in optical
instrumentation is based on the physical principle of either interference or differential
diffraction. Interference based spectrometers have diffraction gratings or interferome-
ters whereas differential refraction relies on a prism. The most important parameters in
designing an optical spectrometer are the intended wavelength range, and the resolving
power, i. e. how narrow and fine-detailed spectral features are to be observed with the
instrument.

For prism spectrometers, typical values of resolving power R, that is wavelength di-
vided by the least resolvable wavelength difference (R = λ

∆λ
), is in the order of 104. The
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prism materials available set limits to the wavelength range, and they are not used at far
infrared or below 200 nm. The linear dispersion, that is the difference in linear distance
on the detector corresponding to a difference in wavelength, is inversely proportional to
the wavelength, so the wavelength spacing on the detector is not linear. The property
of a prism is to introduce astigmatism, an aberration where rays from an off-axis object
have different focal lengths depending whether they are on the plane containing the object
and the optical axis (tangential plane) or in the plane perpendicular to it (sagittal plane).
Due to astigmatism an off-axis point source is imaged as an elongated ellipse. The apex
angle of the prism which gives the minimum astigmatism is not the same as the apex an-
gle giving the best spectral resolution, thus a trade-off between astigmatism and spectral
resolution has to be made (Kitchin 1984, Hecht 2002).

For technical reasons gratings have between 100 and 1000 slits or grooves per mil-
limeter. The resolving power can be calculated as the product of the number of grooves or
slits multiplied by the order of diffraction selected, typically the resolving power of grat-
ing spectrometers is between 103 and 105. The linear dispersion of a grating spectrometer
is almost constant, which offers the advantage of having a linear wavelength spacing on
the detector. The principal disadvantage of a grating design is that a significant amount of
light is lost to spectra of different orders of diffraction than the one used by the detector.

For reflection gratings the disadvantage of losing light to other orders of diffraction
can be minimised by blazing: individual mirrors which constitute the reflection grating are
angled so that they concentrate the light into a single solid angle (Hecht 2002). Further-
more, by curving the reflection grating to that of an optical surface the grating itself can
act as a collimator or objective lens, making the design simpler. For instance, an optical
surface called the Rowland circle has the same radius as the curvature of the grating, and
the slit and the spectrum are on that circle. Undesired effects are often superimposed on
the ideal grating spectrum. They may be caused by overlap from higher or lower orders,
imperfections in the grating, or secondary maxima associated with the principal maxi-
mum. The overlap can be blocked by employing suitable filters in different areas before
the detector. The secondary maxima are very low for gratings with more than a few tens
of grooves, and their effect may only be seen in the wings of an instrument response to
a line spectrum. Reflection grating spectrometers are the most common in astronomical
use (Kitchin 1984).

Other important types of spectrometers exploiting the interference effect are the Fourier
transform spectrometer and the Fabry-Perot interferometer. In the Fourier transform spec-
trometer light is split into two paths, like in the famous Michelson-Morley experiment to
measure the speed of light in perpendicular directions, and the path length difference of
the two rays is modified by moving a mirror. The output is the real part of the Fourier
transform of the spectral intensity function of the source, hence the name of this class of
spectrometers. The resolving power of Fourier transform spectrometers is in the order
of 106. To sample the Fourier transform of the spectrum the mirror should be moved in
steps, which degree depends on the start and the end wavelengths, so that the step size is
larger at longer wavelengths. The Fourier transform spectrometer is common in infrared
applications. The other common class, the Fabry-Perot interferometer, instead utilizes
multiple beam interference and has two parallel partially reflecting surfaces with a cavity
between them. Rays arriving at a nonzero incidence angle are partially reflected inside the
cavity between the surfaces, and partially transmitted through the surface as parallel rays.
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All rays at a given wavelength incident on the partially reflecting surface will combine,
past the objective lens, in a circular fringe of uniform irradiance. Different wavelengths
produce circular fringes of different radius and the result is a very high resolving power
(up to R = 107). Fabry-Perot interferometers are used in astronomy for detailed studies of
spectral lines (Kitchin 1984, Hecht 2002).

The resolving power is a fundamental parameter indicating which spectrometer has
the best capabilities for seeing the details of a spectrum. When comparing different spec-
trometer systems a more useful figure than the resolving power alone is the product of the
resolving power and the light gathering power, or etendue: R× (τAΩ), where τ is the total
optical transmission, A is the area of the collimator entrance or the dispersing element,
whichever is smaller, and Ω is solid angle of the entrance slit of the collimator; these are
calculated for the SIR instrument in Section 2.2. Typically the product of the resolving
power and the etendue is highest for Fabry-Perot interferometers, intermediate for grating
spectrometers, and lowest for prism-based instruments.

1.4 Spacecraft experiments in the NIR

NIR lunar observations from spacecraft were carried out by the Galileo mission during
two flybys in 1990 and 1992, the Clementine mission in 1994, the SMART-1 mission
in 2005-2006 as well as the ongoing Kaguya mission. With just two flybys Galileo was
able to map, although at low spatial resolution, 20% of Moon’s farside. The Clementine
mission used a NIR camera with six filters, and they mapped the Moon with an average
spatial resolution of 200 m during a two and a half month long mission. The SMART-1
spacecraft carried the first high spectral resolution NIR spectrometer on a lunar orbit. The
instrument called SIR was a point spectrometer with 256 channels in the NIR covering
about one sixth of the lunar surface with a footprint size of 3 km or less. The maximum
gap in the data between orbits was 60 km in the east-west direction.

Limitations of ground-based observations

The most obvious reason to deploy spacecraft is that the farside of the Moon is not visible
from the Earth; another reason is to avoid Earth’s atmosphere. High altitude telescopes
have been able to observe NIR spectra, avoiding part of the atmospheric absorption. The
spatial resolution achieved is between 3 and 10 km. The main obstacle in telescopic ob-
servations is often small-scale atmospheric turbulence. Systematic atmospheric variations
can be overcome by making comparative observations by pointing the telescope at a stan-
dard area, for example the Apollo 16 landing site, and then dividing the observed spectrum
with the observed reference area spectrum. However, a further disadvantage is the diffi-
culty in reproducing a precise pointing of the telescope on a reference location (Pieters
and Pratt 2000).
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1.4.1 The Galileo / NIMS instrument

The first imaging spectrometer observations of the Moon from a spacecraft were carried
out during the 24 hour flyby in 1990 by an instrument called Near-Infrared Mapping
Spectrometer (NIMS), an imaging spectrometer with a reflection grating and a 17 pixel
detector with 15 InSb and two silicon photovoltaic diodes across the focal plane of the
spectrometer (McCord et al. 1994). Images were captured by a moving secondary mirror
in the front-end optics in one direction, and the whole instrument platform in a direction
perpendicular to the instrument scanning plane. The spectral range of 0.7 µm to 5.2 µm
is achieved by moving the grating in 24 steps resulting in 408 adjacent and partially over-
lapping channels with spatial resolution between 170 km and 630 km, see Table 1.1.
The mechanical movement of the scanning platform was not uniform, so a depatterning
autocorrelation technique was developed for removing jitter.

Only relative spectra were obtained from the collected data because the ground cali-
brations were not accurate enough due to changes in the detector and electronics. After
offset adjustment, dark reduction, and a photometric correction using Minnaert’s function
(Equation 1.6), the conclusion was reached that the NIMS instrument was indeed work-
ing, and that the 1 µm and 2 µm absorption bands of mafic minerals could be seen in a
few locations, as expected from ground-based telescopic observations. For radiometric
inflight calibration there was a blackbody radiator onboard, which consisted of a mosaic
of hexagonal honeycomb cavities painted with an infrared black paint. The radiator was
heated to 315 K and it provided a known radiance which could be used for calibration
purposes at wavelengths longer than 2.5 µm. The photometric calibration target was a
diffuser plate made of aluminium, which reflected solar radiation and had been calibrated
for a variety of incidence angles over the spectral range of 0.3 to 5.2 µm.

The second flyby in 1992 lasted 12 hours, during which relative spectra from the north
polar regions were observed with a spatial resolution of 60 km at best, with data suffering
from jitter again. The combined data from the two flybys covered 20% of the farside of
the Moon with a spatial resolution between 200 and 500 km (Carlson et al. 1993).

Table 1.1: Parameters of the NIMS instrument onboard Galileo (Carlson et al. 1992).
Type of instrument Grating imaging spectrometer
Wavelength range 0.7 µm - 5.2 µm
Grating flat field diffraction grating, 39 lines/mm
Spectral resolution 25 nm or better
Angular resolution 0.5 mrad × 0.5 mrad
Focal length 800 mm
f-ratio 3.5
Detector InSb and Si photovoltaic diode array
Dynamic range 0 - 1023 digital number units
Total mass 18 kg
Power max. 13 W
Onboard calibration Dark background

Photometric calibration target
Radiometric calibration target

20



1.4 Spacecraft experiments in the NIR

1.4.2 The Clementine cameras

The Clementine mission’s main scientific target was to investigate a near-Earth asteroid,
while the Moon represented an opportunity to demonstrate the performance capabilities
of the instruments. After a two-month mapping phase Clementine was heading towards
the target asteroid when a software error caused all of the attitude-control propellant to be
exhausted. Clementine never reached its primary target, but it did provide a global mul-
tispectral map of the Moon, the first geological investigation of the poles and the farside
as well as the first view of the global topographic figure of the Moon. The Clementine
mission covered more than 99% of the surface with a spatial resolution between 100 m
at periselene and 400 m at the poles (Le Mouélic et al. 1999a) from a polar elliptical
orbit of 400 km to 450 km altitude (Edwards et al. 1996). It did not carry spectrome-
ters, but two cameras with filters, one for NIR and the other for visible and ultraviolet
wavelengths. The spectral bands covered by the NIR camera are given in Table 1.2. The
UVVIS camera had a broad band mode and a filter wheel for selecting from five narrow
band channels (Nozette et al. 1994).

There were difficulties in calibrating the NIR camera on a global scale because of
variations in the dark background of the CCD images during the mission, and there were
also uncertainties in the gain values. A drifting additive offset in the gain values, which
varied throughout an orbit and from orbit to orbit was in the worst cases as much as 100%
compared to the lunar signal (Lucey et al. 1997). The photometric correction used a linear
combination of Lambert and Lommel-Seeliger laws (Equations 1.4 and 1.7) where the
proportionality coefficient of the two parts of the combination is a third order polynomial
of the phase angle with three empirical constants (Shkuratov et al. 2001). The first
scientific studies used relative images, that is one NIR channel divided by another NIR
channel, and focused on localized targets (Le Mouélic et al. 1999a). Absolute reflectance
were obtained by using Earth-based telescopic spectra as ground truth. The latest global
calibration of the Clementine cameras was completed in 2007 (Combe et al. 2008). The
final NIR images have a noise level of 1% and the UVVIS images 0.5% (Cahill et al.
2004).

One of the applications of the UVVIS data set has been the production of global maps
of iron oxide and titanium oxide content (Lucey et al. 2000). The NIR channel 1500 nm,
which is representing the continuum on the longer wavelength side of the iron absorption
band seen in visible and NIR, helps to refine the iron content maps by discriminating
between maturity effects on the spectrum and its slope from the effect of the iron compo-
sition (Le Mouélic et al. 1999b).

1.4.3 The Kaguya / LISM instrument

The ongoing Japanese Moon mission Kaguya was launched in September 2007, reaching
the Moon a month later, and it is now on a 100 km high polar orbit. It carries an instrument
which is a combination of cameras and a spectrometer; the subinstruments of the Lunar
Imager/Spectrometer are a terrain camera, a multiband imager and a spectral profiler.
They share some of the power supply, control and data handling electronics. The terrain
camera, a stereo pair with spatial resolution of 10 meters, and the multiband imager share
the same mechanical structure. The five visible and four NIR channels of the multiband
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Table 1.2: Parameters of the NIR camera as well as the center wavelengths of the UVVIS
camera onboard Clementine (Nozette et al. 1994).

Type of instrument Camera, 6 bandpass filters
Center wavelengths 1.1, 1.25, 1.5, 2.0, 2.6, 2.78 µm
Filter bandwidths 30 nm, 60 nm for 2.78 µm filter
Field of view 5.6◦ × 5.6◦

Focal length 96 mm
Detector InSb 256 × 256 pixel CCD
Total mass 1.9 kg
Power 11 W
UVVIS camera wavelengths 415, 750, 900, 950, 1000 µm
UVVIS camera bandwidths 20, 5, 15, 15, 15 nm

imager provide nine-color images with spatial resolution of 20 to 60 m for mapping
the global mineral distribution. The spectral profiler (see Table 1.3) is a visible to NIR
point spectrometer with a wavelength range between 500 and 2600 nm, covered by 300
channels and three separate detectors to cover the whole range. For inflight calibration
there are halogen lamps to check the stability of wavelengths as well as the signal levels.
The data from the multispectral imager is used for cross-calibration as well (Ohtake et al.
2008).

Table 1.3: The main properties of the spectral profiler as part of the LISM instrument on
board Kaguya (Haruyama et al. 2008).

Type of instrument Visible and NIR point spectrometer
Wavelength range 0.52 µm - 2.6 µm
Grating plane gratings
Spectral sampling 6 to 8 nm
Angular resolution 4.0 mrad
Focal length 125 mm
f-ratio 3.8
Detectors 128 pixel Si photo diode array at 520-960 nm

128 pixel InGaAs photo diode array at 900-1700 nm
128 pixel InGaAs photo diode array at 1700-2600 nm

Dynamic range 0 - 216 digital number units
Total mass 10 kg
Inflight calibration halogen lamps

22



1.4 Spacecraft experiments in the NIR

Figure 1.2: A schematic view of the front-end optics (upper part) and sensor head parts
(lower part) of the SIR instrument. The two parts are connected by an optical fiber. A
separate electronics box is located inside the spacecraft.

1.4.4 Missions carrying the SIR instruments

The SMART-1 infrared spectrometer (SIR) was built by the Max Planck Institute for Solar
System Research as a technology demonstration. It is a light weight point spectrometer
operating in the NIR equipped with a photodiode array detector with 256 pixels, and it
covers the wavelength range from 0.9 µm to 2.4 µm. The main components of the SIR
instrument (see Fig. 1.2) are 1) the front-end optics, 2) the sensor head, which contains
a slit, core optics including a diffraction grating, and a detector, and 3) a separate elec-
tronics unit, which is located inside the spacecraft. The properties of the instrument are
listed in Table 1.4. An upgraded version of the SIR instrument with the same basic de-
sign, but including various component improvements, has been built and was launched
on Chandrayaan-1. This section introduces these two missions; the SIR and SIR-2 instru-
ments are discussed in more detail in Section 2.1.

The SMART-1 mission

The SMART (Small Missions for Advanced Research and Technology) missions are de-
signed to test new technologies to be used on future ESA missions (Racca et al. 2002).
SMART-1 was launched in September 2003 and it took 16 months for the experimental
ion propulsion system to slowly accelerate the one cubic meter spacecraft and to reach
the Moon on a spiralling orbit, which was calculated to utilize the gravitational pull of the
Moon during lunar resonances. The spiralling orbit took the spacecraft and its instruments
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Table 1.4: The main properties of the SIR instrument (Mall et al. 2004). Differences
between the SIR and SIR-2 instruments (SIR-2 Team 2007) are indicated.

Type of instrument Grating NIR point spectrometer
Wavelength range 0.9 µm - 2.4 µm
Grating concave reflection grating, 179 lines/mm
Spectral sampling about 6 nm
Rayleigh resolution about 18 nm
Angular resolution 1.1 mrad (SIR), 2.2 mrad (SIR-2)
Focal length 180 mm
f-ratio 2.5
N.A. of optical fiber 0.2
Detector Hamamatsu InGaAs G8180-256W (SIR)

Hamamatsu InGaAs G9208-256W (SIR-2)
Detector cooling passive (SIR)

passive, active stabilization (SIR-2)
Dynamic range 0 - 216 digital number units
Exposure time Selectable 0.5 - 503 ms (SIR)

Selectable 0.1 - 628 ms (SIR-2)
Total mass 2 kg (SIR), 3 kg (SIR-2)
Power max. 5.4 W (SIR), max. 11 W (SIR-2)

through the Earth’s radiation belts about 150 times. The science phase lasted one and half
years and the mission ended in a planned impact on the nearside. Despite the small mass
allowed for the instruments there were three instruments for lunar surface science, as well
as two plasma instruments and two technology experiments (see Table 1.5). One of the
instruments was the NIR point spectrometer SIR (Table 1.4). The other surface science in-
struments besides SIR were D-CIXS (Demonstration of a Compact Imaging X-ray Spec-
trometer) and AMIE (Advanced Micro-Imager Experiment). The D-CIXS spectrometer
operated in the energy range from 0.5 keV to 10 keV with a surface resolution of 30 km.
It produced the first global view of the lunar surface in X-ray fluorescence, and made the
first remote detection of calcium from lunar orbit (Grande et al. 2007). The AMIE camera
had a resolution of 30 m per pixel and a field of view of 5.3◦×5.3◦. The 1024×1024 pixel
CCD was divided into regions with no filter, 0.75 µm filter, 0.92 µm filter, and 0.96 µm
filter. The AMIE camera was used to image selected sites on the Moon, including the
north and south poles to look for craters in permanent shadow. During 1150 orbits of the
SMART-1 mission the point spectrometer SIR observed 18% (as per Appendix A) of the
lunar surface with spatial resolution of 3 km up to at best 330 m at the lowest point of
the elliptical orbit. The typical observing mode was nadir pointing. The Apollo landing
sites and several other targets have also been observed in a target-tracking mode where
the whole spacecraft was turned to point to a specific location on the surface.
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Table 1.5: The European SMART-1 mission. The three instruments D-CIXS, SIR and
AMIE were designed for lunar surface studies (Foing et al. 2006).

Mission objective technology demonstration
Total mass 350 kg
Scientific payload 19 kg
Orbit type polar, 300-3000 km
Revolution period about 16 h
Launch September 2003
Science phase start March 2005
Mission end September 2006
Instrument Target of study
EPDP plasma surroundings
SPEDE electron plasma, dust
KATE high rate telecommunication
RSIS spacecraft position
D-CIXS elemental composition
SIR mineralogical composition
AMIE chemical composition, maturity

The Chandrayaan-1 mission

The Chandrayaan-1 mission, launched in October 2008 is the first Indian planetary ex-
ploration mission. The scientific goal is to improve the understanding of the origin and
evolution of the Moon. For that purpose the Moon will be mapped in high resolution to
investigate minerals and chemical compositions, as well as to acquire topography data for
3D maps. The payload allows the direct estimation of the elements Fe, Ti, Al, Mg, Si
and Ca with a spatial resolution of 20 km, which is an improvement compared to previ-
ous elemental maps. The nature of transport of water molecules and other volatiles will
also be investigated. The mission parameters are given in Table 1.6. SIR-2 on board
Chandrayaan-1 will be observing the Moon at an altitude of 100 km, much lower than
the SMART-1; this improves the spatial resolution of this point spectrometer to 220 m.
Also an imaging infrared spectrometer, the Moon Mineral Mapper (M3), will be on board
Chandrayaan-1. M3 has a field of view of 40 km and a spatial resolution of 70 m/pixel
with a spectral range of 0.43 to 3.0 µm. The M3 spectrometer has one spherical mirror
and a convex grating; a three mirror telescope is used as the front end optics. The instru-
ment provides a spectral resolution of 15 nm with a spectral sampling of 10 nm (Pieters
et al. 2006, Green et al. 2007).

25



1 Introduction

Table 1.6: Indian Moon mission Chandrayaan-1 (Goswami et al. 2006). SIR-2, CIXS and
SARA are contributions of ESA, MMM and Mini-SAR are from NASA, and RADOM
from Bulgaria. Other instruments are from India. SIR-2 and CIXS are upgraded instru-
ments from the SMART-1 mission.

Mission objective high resolution selenological and chemical mapping
Total mass 523 kg
Scientific payload 55 kg
Orbit type circular polar, 100 km
Revolution period about 2 h
Launch October 2008
Science phase start January 2009
Instrument Target of study Type of instrument
TMC 3D image of lunar surface stereo camera, resolution 5 m
SIR-2 mineralogical composition point spectrometer 920-2400 nm
MMM mineralogical composition infrared spectrometer
HySi mineralogical composition hyper spectral imager, 400-950 nm
HEX volatile transport 20-250 keV spectrometer
LLRI topography laser ranging, resolution 5 m
Mini-SAR polar water ice radar
CIXS chemical composition low-energy X-ray spectrometer
SARA solar wind sputtered atoms sub-keV atom reflecting analyzer

magnetic anomalies
RADOM energetic particle flux radiation dose monitor
impactor imaging of impact video camera, radar altimeter

trace gases in exosphere mass spectrometer
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2 The SIR instruments and their
simulated response

The response of an instrument can be modelled based on the available data from the man-
ufacturers of different parts of the instrument combined with measurements in a controlled
laboratory environment. This model calculation can later be compared with real obser-
vations. Section 2.1 describes the operational concept of the SIR (SMART-1 infrared
spectrometer) and SIR-2 (Spectrometer Infra-Red 2) instruments. A simulated response
of these instruments to reflected sunlight from lunar surface is developed in Section 2.2.
Possible noise sources are discussed in Section 2.3.

2.1 The SIR instrument family

The SIR instrument was developed by the Max Planck Institute for Solar System Re-
search. It is partly based on a commercially available spectrometer from the Zeiss com-
pany, the Monolithic Miniature Spectrometer Module MMS NIR. It is a sealed and ther-
mally stable system, which has an aberration corrected concave reflection grating attached
on a glass body made of Suprasil 311 (synthetic quartz glass manufactured by flame hy-
drolysis of SiCl4), and a photodiode array as the detector. A complete redesign of the
commercial spectrometer was necessary to make it space qualified. A schematic figure
of the instrument is shown in Fig. 1.2. The front-end optics (O-Box) was designed for
the SMART-1 mission (Figs. 1.2, 2.1 and 2.2). The O-Box is connected to the sensor
head part, which also includes the spectrometer body, by an optical fiber. The parabolic
primary mirror has an off-axis design (Fig. 2.2) to avoid reduction in the aperture and to
avoid chromatic errors. The purpose of the plane secondary mirror is to fold the light path
and make the construction more compact in size.

Photodiodes are a usual choise of detectors at wavelengths between 1 and 6 µm and
they are used in the visible range as well. The detector of the SIR instrument is a modi-
fied InGaAs G8180-256W photodiode array, which is extended to 2.4 µm instead of the
typical 1.7 µm (see Table 2.1). A spectrometer based on such an extended InGaAs cut-
off wavelength has been flown before on European Space Agency’s ENVISAT satellite
in 2002 (Hoogeven et al. 2001) for the spectrometry of Earth’s atmosphere as well as on
the Japanese Hayabusa, which was observing asteroid Itokawa in 2005 with an InGaAs
detector, whose maximum wavelength was 2.1 µm (Abe et al. 2006). The roundish struc-
ture in the sensor head part of the SIR instrument provides a radiation protection for the
detector, which is equivalent to 14 mm of aluminium (Mall et al. 2004). The housing of
the detector is open to space during the mission to ensure a pressure balance and to avoid
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2 The SIR instruments and their simulated response

Figure 2.1: The O-Box and sensor head of the SIR instrument. A white radiator is located
on top of the O-Box. A cooling band connects the radiator to the cooling console of the
detector. The quartz body is inside a round aluminium housing, which is shown on the
right. The plate where the sensor head is mounted (behind, right of the O-Box) is part of
the structure of the O-Box.

Figure 2.2: Optical scheme of the front-end optics of the SIR and SIR-2 instruments (P.
Wawer, personal communication 2008). Light incoming through the open aperture (from
left) is reflected from the parabolic mirror having a radius of curvature of 360 mm and
diameter 72 mm. The distance between the primary and the secondary mirrors is 124 mm,
and the distance from the 22.6 mm diameter secondary mirror to the entry of the optical
fiber is 49 mm.
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2.1 The SIR instrument family

possible condensation of the gas that would have been used inside the detector housing of
the equivalent commercial spectrometer.

Incoming light with high enough energy, or even thermal excitation, produces electron-
hole pairs in a semiconductor material (see the subsection about conduction bands in Sec-
tion 1.2.1). The positively charged ion that is left behind when an electron is excited
has a vacancy to which an electron from a neighboring ion can tunnel. These holes be-
have like positively charged particles; thus the intrinsic conductivity of a semiconductor is
caused by both electrons in the conduction band and by holes. This conductivity has been
enhanced by adding impurity atoms which have either more or less electrons than is re-
quired by the lattice. The operation of the photodiode is based on a junction between two
oppositely doped zones in the semiconductor material: the n-type zone has a surplus of
electrons compared to the need of the bonds, and the p-type zone has a deficiency (Fraden
1996). The p-zone is in a higher potential than the n-zone; this potential difference can be
either increased or decreased by connecting the junction into an external potential. The
number of charge carriers in the photodiode increases as the intensity of incident light is
increased. When the n-zone is connected to a positive voltage (reverse biased junction)
the potential difference in the junction is increased and electrons start flowing towards the
positive voltage and holes to the opposite direction with the current being a function of
the number of incoming photons. This current is transformed to a voltage by the amplifier
circuit shown in Fig. 2.3. The sensor consists of, in addition to the InGaAs photodiode
array and the charge amplifier array for each pixel, an offset compensation circuit, a shift
register and a timing generator. During operation, the detector is cooled to a temperature
of −50◦C to −70◦C by passive cooling with a radiator connected to a cooling console by a
cooling band; the cooling console is thermally decoupled from the rest of the sensor head.

Table 2.1: Main characteristics of the Hamamatsu G8180-256W (Hamamatsu 2000) and
G9208-256W (Hamamatsu 2003) sensors given by the manufacturer.

Number of pixels 256
Spectral range 0.9 µm to 2.55 µm
Pixel size 50 µm × 250 µm
Pixel pitch 50 µm
Defective pixels <5%
Peak sensitivity at 2.3 µm
Photo response nonuniformity < ±10 %
Saturation charge 30 pC
Feedback capacitance of sensor 10 pF
Voltage range 30 pC

10 pF = 3.0 V

The only part of the instrument located inside the spacecraft is the electronics box. It
consists of two subparts: a power supply unit and an instrument control unit (ICU), the
latter contains a microprocessor/controller for command handling and health data transfer.
The unit also has 16-bit analog-to-digital converters for the detector signals, and it handles
the communication between the instrument and the spacecraft.
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2 The SIR instruments and their simulated response

Figure 2.3: Equivalent circuit of a single pixel. Modified from (Hamamatsu 2000). Before
an exposure starts the capacitor C f is reset. Then, photocurrent I f charges the capacitor
and increases the output voltage of a charge amplifier. After the integration time the
voltage Vout is read and the capacitor is reset again. The photodiode is connected to a bias
voltage and the charge amplifier is connected to an amplifier reset voltage, which in the
current design are the same (4.5 V).

SIR-2

The SIR-2 instrument uses the same operating principles as the SIR instrument. The radi-
ator is located on top of the Sensor Head / Radiator Unit (SHRU), and it is larger than in
SIR. The O-Box is not physically attached to the SHRU, but the three parts are separate as
shown in Fig. 2.4. As a consequence, the optical fiber consists of two parts, one detachable
between the O-Box and the SHRU and the other (inner optical fiber) permanently fixed
in the SHRU. The entrance diameter of the fiber is twice that of SIR in order to increase
the amount of light, and thus the field of view is 2.2 mrad compared to 1.1 mrad of SIR.
The detector in the SIR instrument was passively cooled, and its temperature was not con-
trolled in any other way; instead in SIR-2 the temperature of the detector (Hamamatsu’s
InGaAs 9208-256W) is stabilized by an active Peltier element. Furthermore, there is a
heater for increasing the temperature of the cooling console to provide a suitable temper-
ature range. Also the analogue electronics has been redesigned. The power consumption
is twice that of SIR, almost 11 W, and the mass is 3 kg.

2.2 Response to reflected sunlight from lunar surface

The SIR instruments observe sunlight which is scattered by and reflected from the top
few layers of grains in the lunar regolith down to depths of a few micrometers. In mod-
elling the instrument response the first step is to estimate the physical input signal. The
irradiance of the incoming sunlight is given by a model which deviates slightly from a
black body, see Fig. 2.5. The amount of light incident to the instrument depends on the
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2.2 Response to reflected sunlight from lunar surface

Figure 2.4: The three components of the SIR-2 instrument: Sensor Head / Radiator Unit
(middle), O-Box (right), and E-Box (left). The dimensions of the SHRU are 227 mm ×
320 mm × 249 mm and the size of the O-Box is 199 mm × 161 mm × 93 mm.

surface properties. A simple model is assumed for the albedo of the Moon. (I. Sebastian,
personal communication 2005):

a =

{
0.0572 + 0.0892λ, 0.5 ≤λ< 1

0.125 + 0.0214λ, 1 ≤λ≤ 2.5
(2.1)

where λ is the wavelength in µm. The model gives an average reflectance factor based
on the data in Neukum et al. (1991). The model 2.1 is compared to the global average
of Clementine mission (see Section 1.4.2) data and two Luna soil samples in Fig. 2.6. In
calculating the radiance a perfectly diffuse Lambertian surface is assumed for simplicity
(AL = 1 in Equation 1.4). Hence, applying Equations 1.2 and 1.5 the radiance from the
surface taking into account the albedo of the surface is

L = Ja
1
π
, (2.2)

where J is the solar irradiance.
Applying Equation 1.1 and taking into account the invariance of radiance the power

received by the instrument is
P = L∆λAΩ, (2.3)
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Figure 2.5: The ASTM solar irradiance standard at 1 AU from the Sun (thick line) (ASTM
2000) and the black body approximation of a 5900 K Sun (thin blue line).

where ∆λ is the spectral resolution, A is the area of the aperture of the instrument, and
Ω is the solid angle of the field of view of the instrument when the surface element is
integrated over the whole footprint area. The spectral sampling, or the average difference
of center wavelengths between the 256 pixels of the SIR instruments is 6 nm, which is
used as the value for ∆λ in this calculation. A small fraction of light is lost in the O-Box
due to reflection from the two mirrors (Fig. 2.7). Considering the power, which is received
at the beginning of the optical fiber, the area to be used in equation 2.3 is the cross section
of the fiber. In this case the receiving angle Ω is the maximum observable solid angle
seen from the focal point at the beginning of the fiber. The solid angle is calculated as

Ω =

∫ ∫
sin θdθdφ Ω = π sin2Θ = π sin2 D

2 f
, (2.4)

where Θ is the angle at which the radius of the primary mirror is observed, D is the
diameter of the primary mirror, and f is the focal length. Using values D = 72 mm and
f = 180 mm (as per Table 1.4), the value of the solid angle isΩ = 0.124 sr. The radius of
the optical fiber is r = 200 µm, which gives a surface area of 1.26× 10−7 m2. Using these
values the calculated spectral density of power received at the beginning of the optical
fiber is shown in Figure 2.8.

Simulations show that the actual diameter of the image at the focal point of the O-Box
optics (optical disk) at the beginning of the fiber is larger than the fiber area. The radius
of the optical disk is about 250 µm (P. Wawer, personal communication 2008). The ratio
of incident power that enters the optical fiber is ( 200 µm

250 µm)2 = 64%. The light goes through
the optical fiber, and then enters a second fiber via a connector. At the end of the second
fiber there is a slit with dimensions 1000 µm×110 µm, which has glue on both sides. The
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Figure 2.6: Reflectance used in the model calculation together with returned soil samples
analysed in laboratory and an average lunar reflectance calculated from the Clementine
mission data (Shkuratov et al. 1999a, Cahill et al. 2004).
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Figure 2.7: Reflectance of one of the mirrors in the O-Box (Pleiger company).
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Figure 2.8: Power density ( P
∆λ

) that has entered the optical fiber calculated from Equa-
tion 2.3.

fiber does not have a constant diameter and it thins towards the Sensor Head / Radiator
unit with a radius at the end of 125 µm. The amount of light through the slit is thus
2.45×10−8 m2

4.91×10−8 m2 � 50%. Following the slit there is a filter to block undesired wavelengths, glued
to the quartz body (Fig. 2.9). The quartz glass material through which the light traverses
has a wavelength dependent transmission curve. There are two absorption bands due to
OH, at 1.39 µm and 2.2 µm (see the subsection on vibrational processes in Section 1.2.1).
The curved grating (magnification |M| = 1) has a reflection coefficient, which is linearly
decreasing as a function of wavelength. The combined effect of the quartz body and the
grating are shown in Figure 2.10. The image size provided by the concave grating is the
same as the slit size, and the length of the illuminated part of the slit matches the width
of the detector. In front of the detector there is one more filter, attached by glue, for the
longer wavelength half of the detector to block higher order diffractions from the grating.
The values of the optical transmissions of the two filters and the glue as a function of
wavelength are shown in Figure 2.11. The optically active part of a pixel is 56% of its
area leaving the rest of the area for gates (controlling electrodes). The total transmission
of SIR-2 spectrometer without the front-end optics, as shown in Fig. 2.12 is calculated as

τ (λ) = τ f iber1τconnectorτ f iber2τ
4
glue (λ) τslitτblocking f ilter (λ) τquartz (λ) τgrating (λ) τ2ndorder f ilter (λ) ,

(2.5)
where the individual transmissions are given in Table 2.9 and Figs. 2.9 to 2.11. The
quantum efficiency of the detector tells what ratio of incoming photons is transformed to
electrons. It is given by the manufacturer and is shown in Figure 2.13 to vary between 23%
and 66%. For comparison to other technologies, a photograph has a quantum efficiency
in the order of magnitude of 1% and the human eye less than 1% at the most sensitive
wavelength (Howell 2006).
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Figure 2.9: Transmission of the RG1000 blocking filter. The thick black curve corre-
sponds to the wavelength range of the Hamamatsu detector (as per Table 2.1).

After passing through the optics, the filters and the detector the instrument output
signal s in digital number units is

s =
τPt
Eγ

QE
1
g
, (2.6)

where t is the integration time, Eγ =
hc
λ

is the energy of one photon, h is Planck’s constant,
c is the speed of light, QE is the quantum efficiency, and g is the total system gain, and
the signal is given in DN units. The gain is calculated as the number of electrons which
cover the AD converter range of 216 DN units. To calculate g first the number of electrons
for physical saturation is calculated. In the pixel, as shown in Fig. 2.3, the capacitor is
collecting the electrons from the photodiode. At maximum it has Nsat =

Qsat

e electrons,
where Qsat = 30 pC is the saturation charge (Hamamatsu 2000), and e is the electron
charge. This gives 1.8726×108 electrons. The value of system gain is thus g = 1.8726×108

216 =

2860 e−

DN . The output signal based on the above calculations is shown in Figure 2.14 for
the SIR-2 instrument and in Fig. 2.15 for both instruments.
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Figure 2.10: Combined transmission of the core optics of the spectrometer (reflectance
grating and the the quartz body) assuming a total length of the optical path in the glass
of 10.9 cm. The absorptions at 1.39 µm and 2.20 µm are caused by OH in the Suprasil
quartz glass.

Table 2.2: Optical transmission efficiencies of various parts in the SIR-2 instrument. The
blocking filter and the quartz body have a wavelength dependence at short and long wave-
lengths, respectively. The transmissions of the optical fibers have a weak wavelength
dependence, which is ignored in the calculation. As for the SIR instrument, the difference
is that only 16% of light enters the lone optical fiber.

Part Transm., Transm., Reference
minimum typical

O-Box optics 94% 95% Data from Pleiger company
Entry of optical fiber - 64% geometrical calculation
Optical fiber 83% 85% measured by Leoni company
Contact to inner fiber 89% 96% Diamond LWL data sheet
Inner optical fiber 35% 45% measured by Leoni company
Optical glue 98% 99% EPO-TEK 301-2 data sheet
Entry slit - 50% geometrical calculation
Blocking filter 30% 97% Data from Schott company
Diffraction grating 25% 50% assumption
Quartz body 20% 92% Heraeus Suprasil 311 data sheet
Active pixel area - 56% microscopic inspection
Filter on detector 60% 89% Zeiss / BK7G18 technical data
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Figure 2.11: Transmission curves of the second order filter of SIR which is partly covering
the detector (upper wavelength range), and four layers of optical glue.
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Figure 2.12: Total transmission of SIR-2 from the start of the optical fiber in the O-Box
up to the detector. The dip at 1.4 µm is due to the second order filter on the detector, and
the dips at 1.39 µm and 2.2 µm are due to an absorption in the glass of the quartz body.
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Figure 2.13: Interacting quantum efficiency QEI of the G9208-256 detector. The QEI is
defined as the ratio of the average number of photons which interact with a pixel and the
average number of incoming photons.
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Figure 2.14: Output signal of the SIR-2 instrument as a modeled response to reflected
solar spectrum from the lunar surface (black curve). Integration time was 250 ms. The
minimum and maximum (blue) values are calculated for dark mare at furthest distance
from the Sun and for bright highland at closest Moon distance to the Sun. No thermally
induced dark counts are included, that is the detector temperature is assumed to be 0 K.
Also the bias is set to zero. The full range of possible DN values is shown in the y-axis.

38



2.2 Response to reflected sunlight from lunar surface

50 100 150 200 250
0

0.5

1

1.5

2

2.5
x 10

4

Pixel number

S
im

ul
at

ed
 s

ig
na

l [
D

N
]

 

 

SIR−2

SIR

Figure 2.15: Comparison of modeled SIR and SIR-2 observations. The different posi-
tions of the absorption bands indicate the difference in the mechanical positioning of the
detector during instrument integration.
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2 The SIR instruments and their simulated response

2.3 Noise processes

Photon noise

The simulated response developed in this chapter has so far neglected noise, which is
produced by various processes when a photodiode transforms the incoming photon flux
to an electrical signal. The fundamental noise limitation is the quantum nature of the
incoming signal: the number of photons k arriving in a unit time interval follows the
Poisson statistics (when unit time is long enough so that k is large): P (k) = exp (−n)nk

k! ,
where P is the probability of receiving k photons, which are arriving on the average n
photons per unit time interval. Both the mean and the variance of the Poisson distribution
have the same numerical value n, thus the signal-to-noise ratio (SNR) is

SNRγ = 20 log

√
s̄2

σ
= 20 log

√
n, (2.7)

where
√

s̄2 is the root-mean-square value of the signal and σ is its standard deviation. The
number of photons received and detected by the instrument is n = τPt

Eγ
QE (from Equa-

tion 2.6), and it is a function of wavelength similar to the simulated signal in Fig. 2.14.
Using this data, which is based on the average lunar albedo model (2.1) and the ASTM
solar irradiance standard, the average over wavelength of SNRγ is between 98 and 152
dB for integration times from 1 ms to 500 ms, with a logarithmic increase as a function
of integration time. The SIR-2 instrument’s SNRγ is approximately 4 dB better than the
SIR’s, due to improved light gathering power (larger field of view).

Readout noise

Readout noise may consist of many components: the uncertainty in the charge collected
by the capacitor of the charge amplifier, the A/D conversion, and fluctuations in the elec-
tronics. Any real-life circuit element which has resistivity suffers from thermodynamic
noise that arises from thermal motions of charge carriers. When a system is in equilibrium
it has an average energy of 1

2kT for each degree of freedom, where k is the Boltzman’s
constant and T the temperature in Kelvin. For a theoretical calculation, there is sufficient
data from the manufacturer to estimate the noise of the capacitor of the charge amplifier
(C f in Fig. 2.3), which has the energy due to noise of 1

2C f V2
noise. The only degree of free-

dom is the noise voltage. Thus, the root-mean-square charge due to noise is (using the
capacitor equation Q = CV) QRMS =

√
kTC f . Now, the readout noise component in the

output signal of the instrument is sREAD =
QRMS

e
1
g , where e is the charge of one electron and

g is the system gain (electron/DN). However, this noise component of the total readout
noise is very small, even at zero degrees Centigrade (0.5 DN).
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3 Calibration of the SIR instrument

Measurements in controlled conditions provide an ideal environment for quantifying the
response of a remote sensing instrument. Reliable results from inflight data depend criti-
cally on calibration. Laboratory based information on instrument’s sensitivity curve as a
function of pixel number, the bias levels, and the thermal dark count rates are fundamental
parameters in the data reduction chain of a NIR spectrometer. The on-ground calibration
measurements of the SIR instrument were carried out over one week in the summer of
2002 at the Max Planck Institute for Solar System Research. These calibrations were
done separately from the thermal vacuum qualification tests, which had been performed
earlier. The calibration procedure was separated into a spectral part and a radiometric
part (Sebastian 2002a). The aim of the spectral calibration was to assess the following
properties:

• The global spectral coverage of the instrument, that is, its wavelength range.

• The center wavelength of each pixel.

• The spectral point spread function of selected pixels. This shows how the instru-
ment responds to a single-wavelength input.

The aims of the radiometric calibration were the following:

• The absolute spectral sensitivity. This describes the output in instrument units of
digital number

sec per unit input of radiance.

• The photo response nonuniformity, or spectral “flat-field”. This gives the pixel-to-
pixel variations in quantum efficiency.

• The linearity with respect to the changes in the level of incoming light intensity.

• The linearity with respect to integration time.

• [With the chamber window closed from incoming light:] the dark count rate and
the bias level, and their dependence on detector temperature and integration time.

The measurement actions are summarised in Table 3.1.
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3 Calibration of the SIR instrument

Figure 3.1: SIR instrument on the turntable in the thermal vacuum chamber viewed
through a Suprasil window. Adopted from Sebastian (2002a).

Table 3.1: Purposes of calibration measurements. Modified from (Sebastian 2002a).
Purpose Calibrating device Activity
Center wavelengths monochromator Sweep the wavelength range with line spectra

and at each step estimate the (noninteger)
pixel numbers of maximum signal level.

Spectral range monochromator Take the center wavelength of first and last pixel.
Point spread function monochromator Wavelength commanding with sub-pixel steps.
Absolute sensitivity integrating sphere Measure at a specific radiance level,
and flat field vary integration time and detector temperature

to check changes in the response.
Linearity wrt. integrating sphere Keep SIR parameters constant and adjust the
light intensity light intensity level of the integrating sphere.
Linearity wrt. integrating sphere Set a low intensity from the sphere and increase
integration time the SIR integration time in steps.
Dark count rate (closed chamber) Use a range of SIR integration times

at several temperatures.
Bias (closed chamber) Intercept, at zero time, of dark level vs.

integration time lines at different temperatures.
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3.1 The measurement setup and data set

3.1 The measurement setup and data set

The calibration of the SIR instrument was done in a large clean room of class 10000. The
flight model instrument unit (see Fig. 2.1) and the electronics box under a flight spare
multi-layer insulation blanket, were placed on a turntable inside the one meter diameter
thermal vacuum chamber as shown in Fig. 3.1, and connected to an external Electrical
Ground Support Equipment (EGSE) for SIR, located in a check-out room outside the
clean room. The pressure in the chamber was in the order of 10 mPa, or 10−4 mbar,
and the instrument was passively cooled using liquid nitrogen injected into a radiator, a
“cooling sky”, whose temperature could be lowered to −170◦ C.

In the spectral set-up shown in Fig. 3.2 the instrument is aligned with the optical
axis of the off-axis parabolic collimator 7/1750. Side-mounted to the collimator is the
monochromator MS 257 made by L.O.T. Oriel, illuminated by a halogen lamp. It isolates
a narrow portion of the incoming light so that the output has an adjustable bandwidth,
the minimum being 0.6 nm, and its center lies within ±0.3 nm around the commanded
wavelength, according to the calibration of the monochromator done in-house (Sebastian
2002b). The monochromator has three gratings in a motorized turret, one of them covers
the NIR with its wavelength range from 600 nm to 2500 nm. That reflection grating
has a groove spacing of 600 lines/mm, and reciprocal linear dispersion of 6.4 nm/mm
(see Section 1.3). In addition to the plane grating the Czerny-Turner configuration of
the monochromator has mirrors for collimating the incoming light to the grating as well
as a mirror for focusing the light from the grating to the exit slit. The intensity of the
light through the collimator and the monochromator has not been calibrated, because
the important parameter in the spectral calibration is the wavelength of the narrow band
spectrum. Between the monochromator and the collimator there is a biconvex lens, which
is used to get the collimator entrance slit fully illuminated by the monochromator.

In total, 6300 spectra at 20 different wavelengths ranging from 940 nm to 2388 nm
were recorded by SIR at three levels of detector temperature: −55◦C, −42◦C and −2◦C.
The average wavelength step was 100 nm. One hundred spectra were measured at one
wavelength step of the monochromator, and then the chamber window was covered and
ten dark spectra were measured. The purpose of these dark measurements was to subtract
the background level from the calibration measurements. Various integration times were
in use, which makes the peak intensity levels recorded different but does not affect the
wavelength position. Of the measured spectra 85% were useful for calibration purposes,
the rest were too noisy or partly saturated. For three pixels, numbers 6, 153 and 248, spe-
cific point spread function measurements were made, where the step between commanded
wavelengths from the monochromator was 2 nm, in total 1500 line spectra were recorded
for point spread function estimation. Overall, 1560 dark spectra were recorded during the
spectral calibration for reducing the background level signal of these measurements.

In the radiometric set-up shown in Fig. 3.3, the instrument is sitting in a homogeneous
spatial and angular flat-field. In order to know the spectral distribution of the field, the
absolute spectral output of the integrating sphere should be known. That was measured
during a calibration made by the Physikalisch-Technische Bundesanstalt (PTB 2001),
see Fig. 3.4. The PRC Krochmann sphere (serial number 000430) is equipped with four
halogen lamps at constant light level and they can be moved mechanically inwards or out-
wards the sphere to adjust the output light level of the integrating sphere. The sphere also
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has photodiodes to measure the exact light level in ultraviolet, visible and NIR. The out-
put of the photodiodes changes as a function of time mainly because the halogen lamps
do not have a perfectly stable light output; there is both a short-term and a long-term
variability in the sphere output (Nagy 2006). The thermal vacuum chamber has a large
35 mm thick and 265 mm diameter front-end window made of a specific type of quartz
glass, Suprasil 1. The window has a deep minimum in its transmission curve near 2.2 µm
(see subsection ’Vibrational processes’ in Section 1.2.1), where the transmission is lower
than 40% (Fig. 3.5). The effect of the window is taken into account in the calibration. The
radiometric measurements of 8300 spectra were carried out mostly at three detector tem-
peratures and at seven integration times ranging from 0.5 ms to 151 ms (Fig. 3.6). Dark
background measurements were carried out before or after each set of the seven prepro-
grammed integration times by recording 300 spectra with the chamber window covered.
Measurements at short integration times had very low signal-to-noise ratio, especially
in the higher temperatures. The linearity with respect to integration time was measured
at detector temperature of −50◦C using 17 integration times ranging between 5 ms and
503 ms. The linearity with respect to incoming light intensity was measured at detector
temperature of −49◦ C and integration time of 151 ms by mechanically moving the four
halogen lamps of the integrating sphere to 18 different positions and recording 300 spec-
tra at each position. The radiance levels achieved by the integrating sphere are suitable
for a light linearity study at relatively low light levels compared to the expected radiance
of the lunar surface estimated by Equations 2.1 and 2.2, as shown in Fig. 3.7. In order
to characterise the dark count rates 67000 dark spectra were measured covering a range
of detector temperatures from −58◦C to −18◦C. The dark measurements are discussed
further in Section 3.5.

3.2 Results of the spectral calibration

The wavelength vs. pixel relation as well as the spectral sampling are shown graphically
in Sebastian et al. (2002). The center wavelengths as a function of pixel number according
to the calibration analysis of SIR are (I. Sebastian, personal communication 2005):

λ (PIX) = (937.72)+6.26791×(PIX−1)−2.0444×10−3×(PIX−1)2−7.19×10−7×(PIX−1)3,
(3.1)

where PIX is the pixel number between 1 and 256; the difference of this polynomial
compared to a straight line is shown graphically in Fig. 3.8. Calculated from this formula,
the wavelength range of SIR goes from 938 nm to 2390 nm. The spectral sampling
calculated as the difference between the center wavelengths λ (PIX), varies from 6.3 nm
at pixel number 1 to 5.1 nm at pixel number 256. The point spread measurements show
that the full width at half maximum (FWHM) is 3 pixels at the center of the array and
5 pixels at the edges (I. Sebastian, personal communication 2005), which means that the
Rayleigh resolution is between 18 and 30 nm. According to the Nyquist theorem the
maximum information is obtained by sampling the spectrum at one-half of the FWHM,
which means 9 to 15 nm depending on the wavelength. Thus, the spectral sampling of
the 256 pixels, which is about 6 nm, is small enough not to limit the spectral information
obtained; instead the limitation is the Rayleigh resolution of 18 nm.
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3.2 Results of the spectral calibration

In determining the pixel number vs. wavelength dependence λ (PIX) a Gaussian curve
was fitted to the recorded narrow band spectral lines given by the monochromator (see
Fig. 4.5 for SIR-2). The center point of this Gaussian is then the decimal pixel number
corresponding to the commanded wavelength from the monochromator. For estimating
the accuracy of this method, each of the 100 spectra recorded at one instance of com-
manded wavelength, e.g. at 1940 nm in the figure, were fitted separately and then the
center points compared; their standard deviation was 0.01 PIX. When the same wave-
length was commanded at three different detector temperatures (−55◦C, −42◦C and −2◦C)
to check possible effects of thermal expansion of the mechanical parts, and with two dif-
ferent integration times, the precision of measurements was ±0.1 PIX. The center wave-
lengths do not show any change which correlates to temperature. Thus, the main cause
of this measurement error would be the accuracy of the commanded wavelength from the
monochromator, which has been reported to be 0.3 nm in earlier work (Sebastian 2002b).
Since the spectral sampling of SIR is about 6 nm the corresponding error of 0.1 PIX in
wavelength units is taken to be 0.6 nm. In order to assess the accuracy of the third order
polynomial it is re-fitted to synthetic wavelength vs. pixel number data: 1000 simulated
samples of λ (PIX) added by Gaussian random noise of standard deviation 0.6 nm gives
an average standard deviation of the third order polynomial fit of 0.4 nm. When this is
combined with the accuracy of the monochromator output, the center wavelengths are
λ(PIX) ± 0.5 nm.
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3 Calibration of the SIR instrument

Figure 3.2: Set-up for spectral calibration. The lengths are in millimeters. Adopted from
(Sebastian 2002a). The monochromator has an input focal length of 220 mm and an exit
focal length of 257 mm. The collimator has a focal length of 1750 mm and its exit slit has
a diameter of 22 mm.
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3.2 Results of the spectral calibration

Figure 3.3: Set-up for radiometric calibration. The length is in millimeters. Modified
from (Sebastian 2002a).
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Figure 3.4: The output of the integrating sphere with halogen lamps according to the
PTB calibration. The typical wavelength step in the sphere calibration was 50 nm. The
accuracy is 0.23 W

m3sr or better, and the variations within the angular field are less than
0.5% (Sebastian et al. 2002).
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Figure 3.5: Transmission curve of thermal vacuum chamber window made out of Suprasil
1 quartz glass. Calculated for a thickness of 35 mm from data given by the Heraeus
company.
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Figure 3.7: Estimated mean radiance from lunar surface (blue) and the radiance available
from the Krochmann integrating sphere seen through 3.5 cm of Suprasil glass at different
lamp positions (black). The radiance values in other than the standard lamp position have
been obtained by multiplying the calibrated radiance by a factor based on measurements
at different lamp positions in visible wavelengths (Nagy 2006).
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Figure 3.8: The relative difference in wavelength between the third order polynomial used
in the pixel number vs. wavelength calibration and a straight line from 938 to 2390 nm.
The maximum difference is at pixel number 102 (corresponding to wavelength 1.5 µm),
and its value is 36 nm. The differences at pixel 11 (1 µm) and pixel 182 (2 µm) are 5 and
32 nm, respectively.
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3 Calibration of the SIR instrument

3.3 Results of the radiometric calibration

The spectral sensitivity curve has been measured repeatedly at different integration times,
detector temperatures and amounts of incoming light intensity. The curve is calculated in
the following steps: i) reducing the measured dark background from the integrating sphere
spectrum recorded by the instrument, making sure that they were measured at approxi-
mately the same detector temperature, ii) calculating the average of 300 dark reduced
spectra, iii) then dividing by the integrating sphere radiance and window transmission
curves, and iv) dividing by the integration time. Examples of several sensitivity curves
analysed from the ground calibration data are shown in Fig. 3.9. The results are divided
into three categories according to the integration time in order to avoid the possible effect
of nonlinearity with respect to integration time. All the curves in this figure were analysed
from data measured at the default light level of the integrating sphere. The differences be-
tween the curves measured at similar temperatures and integration times are from a few
percent up to more than 20% at the longer wavelengths. The signal-to-noise ratios are
between 20 and 38 dB, except for the edges of the 256-pixel spectrum. The longer wave-
lengths (larger pixel numbers) are expected to have worse signal-to-noise ratios due to
the lower signal received from the integrating sphere (Fig. 3.4) through the 3.5 cm glass
window (Fig. 3.5). Furthermore, the quantum efficiency of the detector is lower at the
wavelengths seen near the edges of the photodiode array (Fig. 2.13). When the instru-
ment’s sensitivity curve is measured repeatedly at similar conditions the results should
be very similar. The repeatability error is defined here as the difference of the maximum
and minimum value of the sensitivity curve divided by its mean value; this calculation is
shown for three different temperatures in Fig. 3.10. The final spectral sensitivity curve
used in the data reduction is shown in Fig. 3.11. When the mean responsivity curves at
different temperatures are compared an undesired temperature-related effect is seen in the
performance of the SIR instrument: the response is not constant at changing temperatures
(Fig. 3.12) as it should be in an ideal case. Although only three temperature levels were
in use for this measurement, the probable conclusion is that one or more components in
the instrument have an undesired temperature related characteristic, which changes the
response up to 50%.

In the case of SIR the photo response nonuniformity was not measured separately
before integrating the photo diode array to the spectrometer. Such measurement was
carried out in the case of SIR-2 (Sitek et al. 2007), where all the pixels were illuminated
by the same spectrum of light directly, without the spectrometer part of the instrument.

Linearity

The measurements for linearity with respect to integration time have been analysed in
the integration time range between 20 ms and 500 ms at one detector temperature of
−50◦C. The statistical errors of measurements at a constant integration time compared to
the next integration time were generally higher than any detectable nonlinearity effects.
However, after first filtering the recorded data with a two stage median filter (Section 5.1)
a slight deviation from a straight line could be seen: the 15 data points for each pixel are
approximately on a piecewise linear line with the slope of a straight line fit showing a
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Figure 3.9: SIR spectral sensitivity curves measured at detector temperature −50◦C and
three integration times. The three colors are from different measurement files to show
the repeatability of such a measurement. The corresponding signal-to-noise ratios are
shown in the right hand side panels. The decrease in integration time decreases also the
SNR level. Measurement file 002 / 31.7.2002 (cyan curve) is constantly at 4 dB higher
noise level (lower SNR) than the other measurements. Measurement file 003 / 31.7.2002
(integration times 50 and 151 ms only) has 6 dB lower signal at pixel numbers >215.

higher gradient below 151 ms and a lower one at longer integration times (Fig. 3.13). We
define nonlinearity as the maximum deviation of a straight line fit to the whole data set of
15 points from the piecewise linear fit; this is shown in Fig. 3.14.

The linearity with respect to incoming radiance was measured by recording 300 spec-
tra at lamp positions 12, 15, 16, 18, 20, 22, 25, 28, 30, 33, 35, 38, 41, 44, 47, 48, 49
and 50 mm of the integrating sphere during a time period of two hours. These values
correspond to different values of radiance as shown in Figure 3.7. The shape of the re-
sponse curve (Fig. 3.9) suggests that the output values of the instrument as a function
of incident radiance change by differing amounts for each pixel, that is, the sensitivity
varies over the wavelength range. This can be seen in the output signal versus input
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Figure 3.10: Repeatability of the sensitivity curve measurement: relative difference be-
tween the maximum and minimum value at three temperatures; at each temperature six to
eight curves at varying integration times were taken into account. The repeatability error
is between 3% and 20%, except at both edges where the absolute sensitivity calibration
becomes unreliable.

radiance representation as different slopes for different pixels (Fig. 3.15). The scatter-
ing of data points shows the repeatability of the measurement after filtering for noise
peaks (see Section 5.1). There is no systematic nonlinearity at the low light levels used
in these measurements (the maximum background corrected signal is 12000 DN out of
about 51300 DN), except at extremely low light levels; the minimum light level of the
integrating sphere for linear operation of the instrument is 0.06 W

m2 sr µm . This value ap-
plies for all pixels independent of the level of the signal in DN units which differs for
every pixel. Applying Equation 2.3 and using this limit of radiance and the field of view
and aperture diameter from Table 1.4 the minimum power incident on the instrument is
P = 0.06 W

m2 sr µm × 6 nm × π

4 × (1.11 mrad)2 × π( 72 mm
2 )2 = 1.4 pW. While the incident

radiance was the only changing variable of the measurement two pixels (212 and 223)
were identified as gray, that is their output value is almost constant independently of the
incoming amount of light.
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Figure 3.11: The absolute spectral responsivity of the 256 pixels based on ground cali-
bration (Sebastian et al. 2002). The repeatability error at detector temperature −50◦C as
a result of the reanalysis of the calibration measurements is shown as a dashed line.
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Figure 3.12: Response curves at different detector temperatures divided by the final sen-
sitivity curve (Fig. 3.11). The deviation from a straight line is due to a component in the
instrument which has an undesired temperature characteristic.
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Figure 3.13: Linearity measurements of pixel number 169. Two straight lines have been
fitted to the data with the pivot point at 150 ms. The error bars are the 3σ error limits.
The scale of the y-axis covers the full range of instrument output; the bias and dark counts
have not been corrected in the signal.
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Figure 3.14: The maximum deviation relative to signal level from a straight line fit of the
linearity measurements at 15 integration times between 20 and 503 ms. The maximum
deviation occurred at the longest integration time for each pixel. The lower graph is the
deviation from a straight line fit of each pixel at the most commonly used integration time
during the SMART-1 mission.
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Figure 3.15: Instrument output of three selected pixels as a function of incoming radiance.
The output signal of the instrument was first filtered with a two-stage median filter and
then the bias levels and the dark counts were reduced. The minimum light level for linear
operation is 0.06 W

m2 sr µm .
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3 Calibration of the SIR instrument

3.4 Calibration of detector thermometer

Incoming photons produce electron-hole pairs within the semiconductor of the photodiode
array; in addition to that, thermal excitation of electrons to the conduction band due to
ambient temperature is also included in the electrical signal. This dark current should be
reduced and to accomplish this the temperature of the semiconductor should be known.
Inside the detector unit there is a thermistor feeding a 16 bit A/D converter providing
temperature data.

The digital reading of the detector’s thermistor was calibrated using a PT100 tempera-
ture sensor located outside the detector housing: a four-wire system with a S651PDX24A
temperature sensor head with an accuracy of ±0.12% at zero degrees centigrade (Teleme-
ter Electronic 2005). The detector’s thermistor is in a series connection with a bias re-
sistor, which is connected to a reference voltage, see Fig. 3.16. The input voltage of the
16-bit A/D converter is the voltage across the thermistor. When the resistance of the ther-
mistor changes as a function of temperature, then the voltage division between the two
resistors changes as well, which is recorded as changing digital readings. The resistance
of the thermistor can be modelled with an exponential function (Hamamatsu 2003):

Rt (T ) = Rre f exp

(
B

(
1
T
− 1

Tre f

))
, (3.2)

where Rt is the resistance of the thermistor, T is the absolute temperature, B is a constant
and Rre f is the resistance at a reference temperature Tre f , such that Rt

(
Tre f

)
= Rre f . From

the division of voltages it follows that the resistance of the thermistor can be written as

Rt (DN) =
Rbias

DNmax

DN − 1
, (3.3)

where DN is the digital reading, DNmax the maximum value from the A/D converter, and
Rbias the bias resistance. Thus, the voltage over the thermistor has been written in terms
of the A/D reading and the supply voltage V (Fig. 3.16), which cancels out from the
equation. Combining Equation (3.2) and Equation (3.3), and solving for DN yields

DN (T ) =
DNmax

1 + A exp
(
B

(
1
T −

1
Tre f

)) , (3.4)

where A = Rbias

Tre f
.

The calibration comprised of four sessions, lasting between five and 25 hours. The
temperature was varied between 188 K(−85◦C) and 305 K(+32◦C). The readings were
recorded every 4.4 seconds, but since readings from the PT100 sensor were updated only
once every minute, it was first interpolated to the same sampling interval. If the curve in
Equation (3.4) is fitted to solve A, B, and Tre f , the residual plot shows a systematic error
of the form

DN = a exp

(
− (T − b)2

c2

)
+ Td + e, (3.5)

where a, . . . , e are constants. A second fit was made to the systematic part of the residuals.
The fitting method used in both fits was the Levenberg-Marquardt iteration. The calibra-
tion measurements and the fit are shown in Fig. 3.17. The values of the fitted parameters
are given in Table 3.2.
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3.4 Calibration of detector thermometer

Figure 3.16: Electrical circuit of the thermistor (Rt) inside the detector housing. The bias
resistance was 47 k Ohm and the reference voltage was V=4 V.

Table 3.2: Fitted parameter values for temperature calibration.
parameter initial guess fitted value
A 9.4 ΩK 9.5 ΩK
B 3200.0 K 2976.9 K
Tre f 298.0 K 298.0 K
a 1500.0 1667.8
b 240.0 K 238.1 K
c 29.0 K 32.1 K
d 3.0 1

K 6.7840 1
K

e -1500.0 -2628.6
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Figure 3.17: Calibration measurements of the temperature sensor. Digital readings from
the thermistor inside the detector are modelled as a function of temperature, which is
given by a PT100 sensor outside the detector.
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3.5 The bias and the dark count rate

3.5 The bias and the dark count rate

The digital reading that a photodiode array produces includes a bias value, which is the
value that a pixel gives even when the integration time is zero, as well as a dark level,
which depends on the integration time and exponentially on the temperature. The combi-
nation of the bias and dark levels is called the dark spectrum or dark background. Dark
spectra were measured at different temperatures and integration times with the window
of the thermal vacuum chamber covered. More than 67000 dark spectra measurements
have been documented and visually inspected to eliminate those suffering from obvious
technical faults. Examples of two dark spectra are shown in Fig. 3.18. The integration
times in the calibration measurements were varied from 0.52 ms to 503 ms. In a typical
measurement, SIR was commanded to use the following cycle of integration times: 0.52,
1, 5, 10, 20, . . . , 90, 100, 150. At each integration time 40 spectra were measured. This
basic cycle was repeated three times; every fourth cycle was longer and had more steps in
the integration time reaching 503 ms. The temperature varied typically between −58◦C
and −18◦C with few measurements also made at higher temperatures above 0◦C. The
different calibration conditions in a temperature - integration time diagramme are shown
in Fig. 3.19.

The higher the temperature and the longer the integration time are, the higher is also
the digital output value of a pixel, as shown in Figs. 3.20 and 3.21. When the value ex-
ceeds a certain limit, a pixel will saturate, i.e. output the maximum value of 65535 DN,
which is probably smaller than the true value would be. The saturation limit cannot ex-
ceed the physical saturation, which equals the voltage range (as calculated in Table 2.1)
added to the voltage equivalent of 0 DN. The A/D converter is designed so that its maxi-
mum digital number is less than the equivalent physical limit. At which temperature and
integration time saturation occurs, depends on each individual pixel: if a pixel’s saturation
region is independent of temperature, that is it saturates always after exceeding a certain
integration time, then the pixel is deemed defective. Pixels number 212 and 223 are de-
fective in this way; they had already been classified as gray pixels based on the response
to changing amount of incident light (Section 3.3). If a pixel is in saturation more than
10% of the time in one set of measurements at constant integration time, then the average
value of that set is not used in the calibration.

The number of consecutive spectra measured at a constant integration time, and prac-
tically constant temperature, varied from 9 to 300. The calculation of the average value
of the spectra is sensitive to outliers, or other values which lie far from the mean because
of either the shape of the distribution of the data points or because of noise: in such cases
the median gives a more robust estimate. On the other hand, a median in the case of good
quality data is more sensitive to variations than a mean is. Because there are different
scenarios with different amounts of spectra in one set with different noisiness properties,
a restricted mean is employed. In this case, a Winsorized mean with only values within
two standard deviations from the average, are used in calculating the mean value.

The data measured with the chamber window covered are divided into temperature
categories with 0.5 K bins. When the dark level data of one such category and one pixel
are plotted as a function of integration time, a straight line is obtained. At increasing tem-
peratures the slope of the line increases exponentially, but the intercept at zero integration
time, which gives the bias, should be the same. However, in practise the data points do
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Figure 3.18: Two dark spectra. The integration times are 10 ms and 80 ms for the up-
per and lower panels, respectively. The temperature was 255.0 K(−18◦C) during both
measurements. The strongest peak is the defect pixel number 212.

not obey a straight line, but there is a tendency to a lower slope at higher integration
times. Also, there are seven damaged pixels, whose slopes do not increase with increas-
ing temperature. These are pixels number 6, 40, 170, 182, 192, 229, 242, and 253. An
example of such instance is shown in Fig. 3.22 where the linear part starts at an integra-
tion time of 100 ms, below which the dark signal is not linear, contrary to the example in
Fig. 3.21. Furthermore, the intercept values which give the bias are different at different
temperatures.

Straight lines are fitted to the data assuming that the measurement errors are not cor-
related to each other. The residuals are then checked for first order serial correlation using
the Durbin-Watson test (Draper and Smith 1981). Even though serial correlation does
not affect the consistency of the fitted parameters, it does make the error estimates too
optimistic. In first order serial correlation the residuals are assumed to follow a first-order
autoregressive process

ε̂i = ρε̂i−1 + zi, (3.6)
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Figure 3.19: Temperatures and integration times used in the 67000 measurements of the
dark spectra. The asterisk indicates conditions where pixel number 6 saturates.

where ρ is the correlation coefficient, zi ∼ N
(
0, σ2

)
is a random error term with variance

σ2 and it is independent of ε̂i−1, ε̂i−2, . . . and of zi−1, zi−2, . . .. The mean and variance of ε̂i

are assumed to be constant which gives ε̂i ∼ N
(
0, σ2

1−ρ2

)
. The test statistic is

d =
1

∑N
i=1 ε̂

2
i

N∑

i=2

(ε̂i − ε̂i−1)2 ≈ 2 (1 − ρ) , (3.7)

where N is the number of data points. The approximation is valid for large N. d gets
values in the range from 0 to 4, where d close to 2 means no serial correlation, d < dL

means positive serial correlation and d > 4 − dL means negative serial correlation, where
dL is the lower Durbin-Watson limit, which is tabulated for N ≥ 15 by Durbin and Watson
(1951). If correlation exists, we estimate the coefficient ρ and calculate a new fit using the
general least squares method, where the error term is allowed to be autocorrelated. The
non-diagonal elements of the measurement error covariance matrix are constant in each
sub-diagonal similar to a symmetric Toeplitz matrix. The elements are ρk, where k is the
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Figure 3.20: Dark signal measurements of pixel number 3. For clarity, only three temper-
ature categories are shown. The error bars are standard deviations of the averaged dark
level values.

distance from the main diagonal. The effect of serial correlation is illustrated in Fig. 3.23,
where both ways of fitting are shown: the linear fit without taking into account serial
correlation and the fit to the same data taking the serial correlation effect into account.
The latter case gives a more consistent estimate of the bias value (this estimate is shown
in Fig. 3.24), that is the intercept terms are much closer to each other in value. This serial
correlation method is often used in time series data analysis; here it is applied to remove
the effect of small nonlinearities in estimating the intercept point of straight line fits.
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Figure 3.21: Dark signal measurements of pixel number 3. The temperatures are color
coded in Kelvin units. The error bars are standard deviations of the averaged dark level
values.
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Figure 3.22: Dark signal measurements of pixel number 40 as an example of a defect
pixel. The temperatures are color coded in Kelvin units. The error bars are standard
deviations of the averaged dark level values.
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Figure 3.23: Lines fitted to the data of Fig. 3.20. The dashed lines were fitted assuming no
correlation between residuals and in the solid lines first order serial correlation has been
taken into account.
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Figure 3.24: Bias values of the 256 pixels. The two peaks are pixels number 212 and
223, which are defect. The average bias is about 22% of the maximum digital number of
65535. The dotted lines are the standard deviations.
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3.5 The bias and the dark count rate

The dark count rate, that is the dark level in digital number units divided by the inte-
gration time, shows an exponential behavior as a function of temperature. To justify such
a relation, the behavior of the semiconductor is viewed. There is an increasing probability
of electrons to be excited into the conduction band of the semiconductor. The distribution
of electrons over the allowed energy states follows the Fermi-Dirac distribution function
(Rieke 1996)

f (E) =
1

1 + exp
(

E−EF
kT

) , (3.8)

where E is the energy, EF is the Fermi level and k is the Boltzmann’s constant. In the
conduction band, the concentration of electrons is

nc =

∫ ∞

Ec

f (E) N (E) dE, (3.9)

where N (E) dE is the density of states in the interval dE. This integral can be simplified
by using the effective density of states Nc, located at the conduction band edge, Ec, such
that (Rieke 1996)

nc ≈ Nc f (Ec) (3.10)

because at modest temperatures the conduction electrons occupy only the bottom few
states in the band. The effective density of energy states can be shown to be (Rieke 1996,
Streetman 1990)

Nc = 2

(
2πme f f (T ) kT

h2

) 3
2

, (3.11)

where me f f is the effective mass of a conduction electron and h is the Planck’s con-
stant. The value of kT is relatively low compared to Ec − EF, so approximating f , Equa-
tion (3.10) can be rewritten

nc = 2

(
2πme f f (T ) kT

h2

) 3
2

exp
(
−Ec − EF

kT

)
. (3.12)

Thus, the concentration of electrons in the conduction band is proportional to exp
(
−Ec−EF

kT

)
.

Since the parameters EC and me f f (T ) are not given by the manufacturer of the
InxGa1−xAs (relative abundance x tunes the band gap) semiconductor and also because
there are other contributions to the dark current than the electrons in the conduction band,
we give a simplified mathematical model. The dark count rate has an exponential part as
well as a power law part like the concentration of electrons in the conduction band:

I′ = aT b exp
( c
T

)
, (3.13)

where I′ is the count rate, which can be expressed as the dark current if the system gain
is known, T is the temperature in Kelvins and a, b, and c are parameters to be fitted. The
fit is done for each pixel separately. The result of the fit for pixel number 3 is shown in
Fig. 3.25. A combined plot of all fitted dark curves shows the variation between pixels
in Fig. 3.26. The values of the parameters are shown in Figs. 3.27, 3.28, and 3.29.
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Figure 3.25: Count rate fitted to dark spectra measurements. The initial guess was a =
1000, b = c = 0, and the result a = 673, b = 2.42, c = −3592.

An error estimate of the dark count rate curve is obtained by taking a total differential of
Equation 3.13:

∆I′ (T ) = I (T )

[
∆a
a
+ ln T∆b +

1
T
∆c

]
, (3.14)

where ∆a, ∆b, and ∆c are the error estimates of the parameters.
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Figure 3.26: Fitted count rate functions of all non-defect pixels.
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Figure 3.27: The a parameter of dark count rate. Zero value indicates a failed fit due to a
defect pixel. The median value is 1000.
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Figure 3.28: The b parameter of dark count rate. The median value is 2.44.
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Figure 3.29: The c parameter of dark count rate. The median value is -4000.
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4 SIR-2 instrument calibration

Two similar SIR-2 NIR spectrometers have been built and calibrated and one of them was
finally selected as the flight model. One of the potential flight models was calibrated in
a thermal vacuum chamber during one week in October 2007 at the Space Applications
Center of (Indian Space Research Organisation) ISRO in Ahmedabad, India (Fig. 4.1).
The calibration included a spectral and a radiometric part as well as dark background
measurements with closed window of the chamber. The goals and purposes of calibration
measurements are described in Chapter 3 and Table 3.1. The other potential flight model,
after replacing an optical blocking filter (Section 2.2), was calibrated in May 2008 in the
same facility as the SIR instrument had been calibrated (Chapter 3).

The potential flight model of the SIR-2 instrument was placed in the calibration cham-
ber, covered with test multi-layer insulation blanket. An interior view of the chamber is
shown in Fig. 4.2. Each of the three components (Fig. 2.4) were at different operative tem-
perature environments controlled by the vacuum chamber equipment. A cooling shroud
was used for the O-Box and E-Box, and a liquid nitrogen cooling plate for the Sensor
Head / Radiator Unit (SHRU). The pressure was smaller than 2 mPa. Thermal analy-
sis shows that without temperature control the temperature of the detector in a 100 km
lunar noon-midnight orbit ranges between −54◦C to −42◦C (Das 2007) but in other or-
bits it is lower. The detector temperature during calibration was actively controlled to be
either −50◦C or −60◦C. The software version of the instrument was version 0.4. from
the University of Bergen, Norway, and the ground support equipment was controlled by
a computer running an IDA GSEOS 5.29 software which was configured for the SIR-2
instrument.

4.1 Spectral calibration

The main purpose of spectral calibration was to determine the dependence of the pixel
number on wavelength. Other purposes were to determine the spectral range and spectral
sampling of the instrument as well as the point spread function of a few pixels.

A grating monochromator and a collimator were located in front of the window of
the thermal vacuum chamber as shown in Fig. 4.3. The double monochromator was a
Bentham DTMc300 / UMS UV to FIR spectroradiometer calibrated to an accuracy of 1
nm. The light source was a Bentham illuminator IL 6D, and the collimator was Optronic
Laboratories Inc. 740-4.

Several data sets were measured during two days (see Appendix B for a complete
list). Since the monochromator could not accomplish a sweep of the whole wavelength
range with one setting, the measurements had to be divided into smaller parts in the range
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4 SIR-2 instrument calibration

Figure 4.1: The 1.7 meter thermal vacuum chamber at ISRO. The window of the chamber
is on the left (not shown).

Figure 4.2: Installation of the instrument into the thermal vacuum chamber. The two
pipelines are liquid nitrogen in the cooling radiator.
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4.1 Spectral calibration

Figure 4.3: Set-up of the spectral calibration. S=light source, M=monochromator,
C=collimator. Inside the chamber the three components of the instrument from left to
right are O-Box, E-box, and the Sensor Head / Radiator Unit. The distance between the
O-Box and the window was 97 cm.

between 900 nm and 2500 nm. At detector temperature of −60◦ C and quartz body
temperature of −40◦ C the number of measurement runs was 21, out of which 9 were
useful for calibration purposes in terms of signal-to-noise ratio and distinguishability of
spectral lines at the beginning and at the end of the sweep. Another set of data was
obtained at detector temperature of −50◦ C. A typical example of the recorded spectral
line is shown in Fig. 4.4. Using four measurement runs, numbers 72, 73, 75, and 113
in Appendix B, with transitions between data sets at 1250 nm, 1700 nm, and 2000 nm,
the position of the recorded line as a decimal pixel number was obtained by making a
Gaussian fit to each line spectrum observed by the instrument. A typical fit is shown
in Fig. 4.5, and the locations of the centers of the Gaussians are shown in Fig. 4.6. To
determine the wavelength as a function of pixel number a third order polynomial was
fitted to the data. The following result was obtained for the wavelength as a function of
pixel number:

λ (PIX) = 909.27 + 6.4421 ∗ PIX − 2.9386 × 10−3 ∗ PIX2 − 1.1334 × 10−6 ∗ PIX3 (4.1)

as is shown in Fig. 4.7. The spectral range according to this formula is from 916 nm
to 2385 nm. The difference between the 242 values and the polynomial fit is shown in
Fig. 4.8 while the spectral sampling as calculated from Formula 4.1 is shown in Fig. 4.9.
The residuals are smaller than the spectral sampling, that is the difference between adja-
cent pixels, and their absolute value is decreasing as a function of pixel number as does
the spectral sampling.
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4 SIR-2 instrument calibration

Figure 4.4: The spectral line at 1250 nm recorded by the SIR-2 instrument. The upper
panel shows the raw measured values in the full dynamic range of 216 DN, and the lower
panel shows a zoomed and background corrected image of the line.
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Figure 4.5: A Gaussian fit to the spectral line measurement. The parameters are: height
14700 DN units, center position 50.0 PIX, width 1.92 PIX.
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Figure 4.6: Centers of line spectra calculated from fitted Gaussians (blue crosses). Every
fifth point is shown in the graph. The wavelength values are given by the monochromator
with steps of 6 nm. The fitted straight line is PIX (λ) = 0.174λ − 163.
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Figure 4.7: Third order polynomial to determine the wavelength vs. pixel number relation.
Only every fifth data point is shown.
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Figure 4.8: Residuals of the polynomial fit. The transitions of the four data sets occur at
pixel numbers 54, 130, and 184.
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Figure 4.9: Spectral sampling as a function of pixel number. The resolution is calculated
by taking the difference between pixels in the third order polynomial.
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Figure 4.10: Radiance of the integrating sphere with the adjustable lamp at maximum
power, and other lamps switched off.

4.2 Radiometric calibration

For the radiometric calibration an integrating sphere was placed in front of the cham-
ber window. The sphere manufactured by Labsphere has four halogen lamps, each with
600 W of power. Three of the lamps are in a fixed position, and one lamp is adjustable
with the options of eight different physical positions. By changing the physical aperture
of the lamp into the sphere, the intensity of light can be changed without affecting the
spectrum of light. The distance between the sphere and the window was about 10 cm,
and the total distance to the O-Box inside the chamber about 107 cm. The radiance of
the integrating sphere is shown in Fig. 4.10 and the transmission curve of the window is
shown in Fig. 4.11.

Measurements (Appendix C) to determine the absolute spectral sensitivity were made
at detector temperatures −40◦C, −50◦C, and −60◦C. Linearity with respect to integra-
tion time was measured at detector temperatures −50◦C and −60◦C detector temperature.
An absolute spectral sensitivity curve at 120 ms integration time, calculated using the
steps listed in Section 3.3. is shown in Fig. 4.12. Absolute sensitivity curves at differ-
ent integration times normalised by the curve at 250 ms integration time are shown in
Figs 4.13 and 4.14 for detector temperatures −50◦C and −60◦C, respectively. Similar to
the SIR instrument calibration the repeatability error is significant after pixel number 200
as is seen in both of these figures. A temperature related effect was seen in the radiometric
calibration data: measurements with constant integration time and detector temperature
do not remain constant as temperature of the instrument is changing (Figs. 4.15 and 4.16).

In comparison with SIR, the redesigning of the analogue electronics in SIR-2 in-
creased the signal quality considerably. In Fig. 4.17, 300 spectra of a constant radiation
field from the integrating sphere have been used to calculate the bias and dark level cor-
rected mean signal and and its noise level, and to represent them as the signal-to-noise
ratio for each pixel.
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Figure 4.11: Transmission curve of the quartz glass window. There is a small dip at 1410
nm, and after 2000 nm a significant decrease in the transmission.
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Figure 4.12: Absolute spectral sensitivity curve of the SIR-2 instrument. The detector
temperature was −60◦C, and integration time 120 ms. Pixels 22, 37, 53, 154, and 185 are
gray pixels.
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Figure 4.13: Absolute spectral sensitivity divided by the sensitivity curve at 250 ms inte-
gration time. Detector temperature was -50 C.
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Figure 4.14: Absolute spectral sensitivity divided by the sensitivity curve at 250 ms inte-
gration time. Detector temperature was -60 C. The graph shows clearly that the noise in
SIR-2 data is less than in SIR data. The curves are not directly comparable due to different
input of two integrating spheres.
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Q.B. −35° C, Det. −60° C
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Q.B. −22° C, Det. −40° C

Figure 4.15: Output signal of SIR-2 when illuminated by an integrating sphere with con-
stant light level and constant integration time of 250 ms. The detector temperature has
been changed by the active controller and also the core optics temperature (QB=quartz
body) was different in the the measurements compared. An undesired temperature re-
lated effect changes the shape of the output spectrum. This is observed at different QB
temperatures at the same detector temperature (blue and red or magenta and green lines).
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Figure 4.16: SIR-2 output (an average of 500 to 1000 spectra, depending on the recording)
divided by an output at a reference temperature. This shows that the temperature related
effect at constant detector temperature (−61.1◦C) depends on the temperature of the other
parts of the instrument than the semiconductor detector (CC = cooling console).
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4.2 Radiometric calibration

Figure 4.17: The improved signal-to-noise ratio of SIR-2 has been achieved because of
the redesigned analogue electronics. A digital filter (Section 5.1) improves the original
SIR signal considerably.
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Table 4.1: Ranking of the three detectors tested. Detector no. 06C4548 is the best in five
out of six tests and always among the best two detectors.

Test Best Second best Third
Hot, grey, dead, unstable, and anomalous pixels 06C4548 06C4547 06C4546
Minimum and maximum relative noise 06C4548 06C4546 06C4547
Signal-to-noise ratio 06C4548 06C4547 06C4546
Nonlinearity with respect to integration time 06C4546 06C4548 06C4547
Dark count rate nonlinearity 06C4548 06C4546 06C4547
Photo response nonuniformity 06C4548 06C4547 06C4546

4.3 Detector comparison

There were three individual detectors of type Hamamatsu G9208-256W as potential
choices to be used in the flight model and the flight spare model of SIR-2. To assess
and rank the detectors, a measurement set-up was built to use one detector at a time with
a controlled light source illuminating the InGaAs semiconductor array directly without
the spectrometer part. A very small thermal vacuum chamber encasing the detector was
placed in a test chamber with a LED light source operating in ambient pressure (Fig. 4.18).
The measurements were carried out at detector temperatures between −50◦C and −20◦C
with intervals of 5◦C and using integration times ranging from 0.1 to 250 ms. The prop-
erties investigated in this study were the following:

• Find hot, dead, and gray pixels

• Estimate the photo response nonuniformity of each detector array

• Find pixels with irregularities in dark background level versus temperature behavior

• Find pixels with higher-than-average noise characteristics (low SNR)

• Estimate for each pixel the linearity with respect to integration time

The photo response nonuniformity of detector 06C4546 is shown in Fig. 4.19. The com-
parison is outlined in Table 4.1. The potential SIR-2 flight model that was calibrated in
India included detector number 06C4547, which is the second best in the comparison; the
other potential SIR-2 flight model had detector number 06C4546.

80



4.3 Detector comparison

Figure 4.18: Test chamber for NIR detectors. The peak wavelengths of the five LEDs
are 1.05, 1.35, 1.55, 1.75, 2.05, and 2.35 µm. The LEDs were in a fixed position, the
mechanical tolerance of the detector positioning is ±2 mm (adopted from Sitek et al.
2007).

Figure 4.19: Worst case example of photoresponse nonuniformity. The 240 of the 256
pixels of detector 06C4546 have been taken into account; they are divided into five blocks
(the colors) and for the pixel in each block the relative difference of output values within
that block are plotted as a function of integration time. The input light had the same
spectrum for each pixel. The green vertical line shows the saturation limit, after which
values of PRNU are not taken into account.
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Figure 4.20: Dark measurements as a function of integration time and temperature. The
temperatures are color coded in degrees centigrade.

4.4 The bias and the background level

The same principles of characterising the bias and dark counts that were used in calibrat-
ing the SIR instrument are directly applied to the SIR-2 instrument; these are explained
in Section 3.5. During the session dedicated to dark measurements the temperature of
the detector was not actively stabilized for safety reasons: the detector temperature set by
the active controller in SIR-2 was not allowed to deviate from the cooling console tem-
perature more than a specified safety limit. The measurements of one pixel are shown in
Figure 4.20. For the bias and dark count rate calculations the data have been divided over
the range of temperatures into 33 bins between −40.5◦C and −24.0◦C, with bin size of
half a degree. Each temperature bin has 26 to 54 measurements at 26 different integra-
tion times ranging from 0.5 to 300 ms. The bias values of the 256 pixels are shown in
Figs. 4.21 and 4.23: they show similar behavior as a function of pixel number at different
temperatures. The lower overall level compared to SIR (its bias was more than 14000 DN)
is due to changes in the electronics from SIR to SIR-2. The three sigma error estimates
are small compared to the actual values as shown normalised to zero in Fig. 4.23.

The background signal without any incoming light is shown for three pixels in Fig-
ure 4.24. A major advantage of the active temperature controller in the detector is that
when operated at temperatures where the dark background has been measured it is enough
to subtract the laboratory dark of the same temperature in DN units from the instrument
output in DN units; no modeled dark counts need to be calculated contrary to the SIR
case.
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Figure 4.21: The bias values of the SIR-2 instrument. The values are an average at
−40.5◦C, −40.0◦C and −39.5◦C. Comparison with the SIR instrument (Fig. 3.24) shows
that the bias is remarkably lower.
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Figure 4.22: Bias values of pixels 23 and 188 as a function of temperature. There is a
slight temperature dependence in the estimates, which is similar for all pixels.
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Figure 4.23: The three sigma error estimates of bias values.
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Figure 4.24: Dark background measurements of pixels 40, 196, and 204 as a function of
temperature at integration time 300 ms. The DN scale (y-axis) is 80% of the full dynamic
range. Pixel 40 (like 94% of all pixels) shows nominal behavior (see also Fig.4.20), pixel
196 is unstable (random jumps in signal level), and pixel 204 shows anomalous behavior
as a function of temperature.
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5 Data reduction

The SIR spectrometer was calibrated in laboratory conditions in 2002, two and half years
before the start of its scientific mission. The spacecraft had travelled through Earth’s
radiation belts 150 times during the 16 month journey after it was launched in September
2003. The spectral response was expected to have changed from that measured in the
laboratory both during the journey and while orbiting the Moon. For instance, during the
Clementine mission to the Moon in 1994, the preflight calibration of the NIR camera had
to be “heavily corrected”, and there was a detector sensitivity drift which changed the
calibration of the UVVIS camera from month to month (Shkuratov et al. 2001). Inflight
calibration may use stars, planets, solar corona or areas on the Moon where ground based
observations, or samples from the Apollo landing sites, exist.

Data reduction procedure

The data reduction is carried out by a specific software developed during this work using
MATLAB, which is a language for technical computing and visualisation. The main
functions of the data reduction routine are:

• Filtering of noise spikes

• Correction of the bias level (offset)

• Correction of the contribution of dark counts

• Absolute sensitivity calibration

• Division of the spectrum by the solar irradiance

• Division of the spectrum by the photometric function

• Transformation to reflectance factor

• Multiplication by an inflight correction factor

• Optional filtering

The bias level and dark count corrections are discussed in Chapter 2. Either preflight
calibration data, together with temperature data from the detector or so called flight dark
background measurements are used to make this reduction. After the absolute sensitivity
calibration step the spectrum is expressed in the units of spectral radiance. To get the
reflectance factor, the spectra are further divided by the solar irradiance and the Lambert

85



5 Data reduction

reflectance, and a necessary correction for the observation geometry is applied. If only
relative spectra (spectra from one orbit divided by the mean spectrum of a reference area
from the same orbit) are required, the necessary and sufficient steps of data reduction are:
i) noise filtering, ii) bias correction, iii) dark background correction, and iv) applying the
photometric function for reducing the spectra to a standard viewing geometry.

Instrument output

The reflectance factor can be written as (Equations 1.2, 1.4 with AL = 1, and 1.5):

REFF (i, e, α) =
π

cos (i) J (i, e, α)
L (i, e, α) . (5.1)

The instrument output after the absolute sensitivity step of data reduction is given in the
units of reflectance factor at the illumination geometry of the observation. Taking this
into account the reflectance factor is rewritten as:

REFF (i, e, α) =
π

cos (i) f (i, e, α) J
LS IR, (5.2)

where f is the photometric function defined in Section 5.4 and LS IR is the instrument’s
output. It should be observed that this result has been normalized to zero phase angle.
Another common normalisation is (i, e, α) = (30◦, 0, 30◦), which is used by the Clemen-
tine mission and many laboratory lunar regolith or reference spectra. In order to change
the normalization Equation 5.2 is multiplied by f (i′, e′, α′), where i′, e′, and α′ are the
incidence, emergence and phase angles of the new normalisation.

Finally, the spectrum of reflectance factor may need to be filtered in order to remove
pixel-to-pixel noise. The trade-off is then reduced spectral resolution. For example, if a 9-
pixel long median filter is applied, the narrowest absorption band that can be distinguished
is 30 nm wide.

5.1 Noise filtering

A characteristic of the SIR electronics is that each pixel has noise peaks seen as abnor-
mally high or low DN value, which appear randomly and infest about 30 or 60 pixels at
a time as shown in Figs. 5.1 and 5.2. Because of this, the first phase of data reduction is
a two-stage filter applied to each pixel individually: first the data are divided into blocks
of, for instance, 100 spectra; then each block is filtered with a three-pixel median filter. If
a filtered value deviates from the unfiltered one more than 40% of the standard deviation
over one block, then such a value is discarded from the data set. In the second stage, a
five pixel median filter is used and the limit is the standard deviation of the reduced data
block after the first stage. The example data of Fig. 5.2 after filtering, is shown in Fig. 5.3.
Another property of the SIR electronics is that sometimes a pixel value has jumps of 400-
600 DN upwards from the expected value. An example of these sort of jumps is shown in
Fig. 5.4.
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Figure 5.1: Appearance of noise spikes as sets of disturbance wavelets in three consecu-
tive spectra; the integration time was 0.5 ms and detector temperature −30◦C. The time
of recording is shown in the legend.
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Figure 5.2: Unfiltered measurement of a constant light source. The instrument was look-
ing into an integrating sphere for two minutes recording 300 spectra with integration time
252 ms. All spectra are divided by the first spectrum, so that in an ideal case the re-
sponse should be 1. The upper graph shows selected pixels whereas the lower graph is a
combination of all pixels.
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Figure 5.3: The data from Fig. 5.2 after noise filtering. With a noise level of less than 0.01,
the signal-to-noise ratio has been improved by 25 dB by the two-stage median filtering
process.
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Figure 5.4: An example of DN value jumps due to the electronics.
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Figure 5.5: Bias values of pixel number 50 from flight data measurements with short
integration times. The errorbars show the standard deviations of unfiltered data, which
are significantly larger than in the laboratory bias.

5.2 The bias level and the dark count rate

The bias is the digital reading that the instrument gives at zero integration time. During the
SMART-1 mission very short exposures were taken typically at the beginning of an orbit;
sometimes an entire orbit was dedicated to those measurements taken with 0.0655 ms or
0.1311 ms integration time. The bias estimates for one pixel are shown in Fig. 5.5. There
is a small variation of about 1%, which correlates with changes in detector temperature
(Fig. 5.6). According to laboratory measurements of dark count rate at −50◦ C the rate
is < 40 DN

ms for almost all pixels (Fig. 3.26), which means only about five DN counts in
the estimated bias measurements. Thus, observations at an integration time of 0.1311 ms
give a reliable estimate of the bias.

During the calibration measurements of the SIR instrument the bias level and the dark
count rate were analysed separately. This was done to investigate the contribution to the
total count rate of both sources of digital counts. During the SMART-1 mission, part
of an orbit was sometimes dedicated to a dark measurement by either looking at empty
space or the non-illuminated side of the moon; there are 43 such orbits. When the sum
of calculated bias and dark counts is compared to the background measured during the
mission, it becomes evident that some refinement is needed. This is partly due to the fact
that temperatures during the mission (usually between −70◦ C and −50◦ C) are lower than
during the calibration measurements (from −55◦ C to −15◦ C). An example where only a
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Figure 5.6: Measured biases (upper curve) and detector temperatures (lower curve) during
the mission for pixel number 50. Similar behavior is seen with the other pixels. The
changes in bias level are of the order of 1%.

slight refinement is required is shown in Fig. 5.7. The data has also been used to identify
pixels which have became defective since the laboratory calibration. The characteristic
of a defective pixel is that it suffers from an abrupt step in its background level when
compared to other orbits. One such case is pixel number 18, which is shown in Fig. 5.8,
the others are pixels 41, 65, 102, 117, 124, 145, 149, 187, 204, and 243. The new
parameters based on flight dark data are fitted to a modified version of function 3.13:

I = d + aT be
c
T , (5.3)

where T is temperature in Kelvins, and a, b, c, and d are the new fitted parameters whose
numerical values are given in Appendix D. New fits have been made to all pixels.
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Figure 5.7: Flight dark background of pixel 33. The red solid line is the laboratory back-
ground level. The electronics noise has been filtered out from the data.
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Figure 5.9: Solar variability at 1103 nm, 1108 nm, and 1113 nm (upper panel), as well as
2312 nm, 2323 nm, and 2335 nm (lower panel). The data were measured by the SORCE
(Solar Radiation and Climate Experiment) spacecraft’s SIM (Spectral Irradiance Monitor)
instrument (SORCE data, 2008).

5.3 Solar irradiance model

The irradiance assumed is the ASTM E-490 standard (Fig. 2.5). During the SMART-
1 mission when the SIR instrument was operating solar activity was decreasing, which
resulted in a slight decrease in all wavelengths other than between 1 and 3 µm, where
irradiance is actually increasing when approaching solar minimum (Fig. 5.9). However,
the trend during the mission from February 2005 to September 2006 was negligible com-
pared to daily variations and the range of variability was smaller than 2% even at the
more variable wavelengths. More important effect than the changing solar variability is
the changing Sun-Moon distance, which causes a ±4% change in the overall level with
time periods of two weeks.
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5.4 Photometric correction and Shkuratov’s model

The conditions of illumination geometry have an effect on the overall brightness and the
continuum slope of an observed spectrum. In order to bring the observed spectra to the
same photometric conditions a photometric correction is applied, which depends on the
geometry of illumination as well as on the properties of the surface (see Section 1.2.2).

The photometric function is the ratio of the bidirectional reflectance (Equation 1.2)
observed at a fixed angle of emergence e, but varying i and α, to its value at zero phase
angle (Hapke 1993):

f (i, e, α) =
r (i, e, α)
r (e, e, 0)

. (5.4)

The photometric function used here is the semi-empirical Shkuratov function in the form
f (α, b, l) = H (α) D (α, b, l), where D is the Akimov disk function (no parameters) and
H (three parameters) contains the shadow hiding part and the coherent backscatter part
(Shkuratov et al. 1999). This is a convenient way to separate the phase angle depen-
dence from the other angles when a fractal like particulate surface is illuminated. The
H function depends on the phase angle α, and Akimov’s disk function depends on the
phase angle as well as on b and l, the photometric latitude and longitude, respectively.
These angles are calculated from the angles of incidence and emergence by the following
relations (Kreslavsky et al. 2000):

tan l =
cos i
cos e − cosα

sinα
(5.5)

cos b =
cos e
cos l

, (5.6)

where the photometric latitude b is the angle between the normal of the lunar surface
and the scattering plane, while the photometric longitude l is the angle in the scattering
plane (determined by source, surface point and observer) between the projection of the
normal on the scattering plane and the direction from the surface element to the observing
instrument. The planes of incidence and emergence are parallel only in special cases, and
there is a relation between the angle between the planes ψ and the phase angle and the
angles of incidence and emergence (Shkuratov et al. 1999):

cosα = cos i cos e + sin i sin e cosψ. (5.7)

The angles covered during the SMART-1 mission are shown in Fig. 5.10 and Fig. 5.11.
The brightness distribution over the lunar disk by Akimov is (Shkuratov et al. 1999):

D (α, b, l) =
cos

(
π

π−α

(
l − α

2

))

cos l
(cos b)

α
π−α . (5.8)

Akimov’s disk function at photometric longitudes 0, 30◦ and 60◦ are plotted in Fig. 5.12.
When ψ = 180◦ the incident direction and the emergent direction are on opposite sides of
the surface normal, when ψ = 0 they are on the same side of the normal.

The phase function H is (Shkuratov et al. 1999):

H (α) =
exp (−kα)

2 + exp
(
− d

L

)


2 +

exp
(
− d

L

)

√
1 +

(
4πL
λ

sin α

2

)2


, (5.9)
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Figure 5.10: Coverage of photometric latitude and longitude space during the SMART-1
mission.
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Figure 5.11: Phase, incidence and emergence angles of spectra measured during the
SMART-1 mission.
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Figure 5.12: Akimov’s disk function at different geometries with zero photometric lat-
itude (scattering plane perpendicular to the surface), that is the photometric longitude
equals the angle of emergence. The angle of incidence is calculated from relation 5.7. ψ
is the angle between the plane of incidence and the plane of emergence. The apparent
ambiguity (dotted lines below the l = b = 0 curve) is due to angles of incidence larger
than angle of emergence in cases where incidence and emergence are on the same side of
the normal (ψ = 0); these are sometimes defined as negative phase angles.

where d is the radius of the volume in which single scattering is formed, and no coherent
backscatter effect takes place. If the characteristic size of particles is of the order of, or less
than, the wavelength λ, then it is assumed that d ≈ λ. If the particles are much larger than λ
and structureless, then d is the effective radius of the particles. L is the characteristic scale
of light diffusion characterizing the attenuation of light due to absorption and scattering.
The coherent backscatter part with the d and L parameters is important in modelling the
opposition effect at small phase angles, where the behavior of the H function relates to
surface irregularities in the size of the mean lunar soil particle size. The term exp (−kα)
describes the shadow hiding effect, which is a geometric optics effect having the main
role in the photometric studies of regoliths. It is assumed that the effective roughness
coefficient k depends on the albedo A as k = k0 (1 − A), where k0 does not depend on the
albedo.

The parameters k, d, and L of Equation (5.9) have been estimated by fitting Clemen-
tine visible wavelength data from three channels 0.415 µm, 0.750 µm, and 0.950 µm
(Shkuratov et al. 1999); they used an average of overlapping images with different phase
angles, ranging from 3◦ to 50◦. The latitude on the Moon was restricted to ±50◦, because
at higher latitudes the Sun is always low and local topography has a profound effect on
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Table 5.1: Spectral dependence of the Shkuratov function parameters at d
λ
= 1.5. Modified

from Table I of (Shkuratov et al. 1999).
λ [µm] k L

λ
k0

0.415 1.042 3.33 1.20
0.750 0.871 6.01 1.01
0.950 0.813 6.09 0.95
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Figure 5.13: Shkuratov function parameter L
λ

extrapolated into NIR.

the apparent radiance. Several parameter values gave a good fit, so first a value for d was
set so that d

λ
= 1.5. Under that constraint k and L were fitted. The results of (Shkuratov

et al. 1999) are shown in Table 5.4. For NIR the values of L
λ

are extrapolated with the
help of the 0.75 µm and 0.95 µm values as shown in Fig. 5.13. The roughness param-
eter k depends on the albedo A of the surface as well as on surface properties, which are
independent of albedo: k = (1 − A)k0, where k0 does not depend on albedo. The lunar
albedo at visible wavelengths has been widely observed, and it can be extrapolated using
the model 2.1; using this model the values of k0 corresponding to the fitted values of k
are calculated in the last column of Table 5.4. In the first approximation the extrapolated
value of k0 = 0.85 is used here, and it is assumed to be constant within the instrument’s
wavelength range. The values of the phase function H (α) at different phase angles are
illustrated in Fig. 5.14.

Another way to estimate the roughness parameter is to use the SIR data from the
SMART-1 mission and do a fit. For this purpose 15 areas (Appendix E) on the Moon have
been selected with the criteria of having several recorded spectra from the same location
and with changing phase angle (Figs 5.15 and 5.16). In this work no model for albedo is
needed because it is estimated from the data, too. Using the 15 areas an estimate for the
parameter is: k = 1.07 − 1.5 × 10−4λ, where λ is the wavelength in nm within the range
1080 < λ < 2240.
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Figure 5.14: Shkuratov phase function H (α) using two different approaches of the shadow
hiding parameter. The phase angles range from 0 to 90◦ from top to bottom with steps of
10◦. Observe the reddening due to the shadow hiding part at high phase angles. Albedo
a was calculated from model 2.1. This model may give a too modest spectral slope (see
Fig. 2.6), thus the parameter on the right hand side figure is recommended to be used.
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Figure 5.15: The photometric coordinates of all spectra from the 15 sites used to estimate
the value of the shadow hiding parameter k.

Figure 5.16: The phase angle dependence of reflectance factor of all the 15 sites used to
estimate the value of the shadow hiding parameter k.
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5.5 Inflight calibration

The SIR instrument, because of its requirement of light weight and compact size, does not
have any diffuser plate or other equipment for inflight calibration. The only possibility is
to observe objects whose radiance is well known by telescopic observation or by returned
samples. Two approaches have been tried during the SMART-1 mission: target tracking
of Apollo landing sites and observations of Jupiter, Sirius and Vega.

5.5.1 Apollo landing sites

On orbits number1 366 and 368 the SIR instrument observed the Apollo 16 landing site in
a target tracking mode, that is by keeping the pointing approximately on the same area on
the lunar surface. A subset of these observations were selected so that the center point of
the footprint remained within an area of 290 m × 40 m. The pointing on the surface and
the average footprint size are illustrated in Fig. 5.17. The angles of incidence, emergence
and phase are shown in Figs. 5.18 and 5.19. The difference in emergence angles of the
two orbits is about 5◦, and less than that for the phase and incidence angles. The resulting
difference in the calculated photometric function between the two orbits is about 0.5%. A
multiplicative correction factor is calculated using Apollo 62231 soil sample (also used by
the previous Clementine mission), which was taken from a location less than 6 km south-
east of the SIR observation (Fig. 5.20). The difference between the two SIR observations
is about 5%. The disadvantage of this calibration correction is that the sample is not from
exactly the same location as the observation. Furthermore, a comparison to other Apollo
sites and samples shows that there is a difference in the absolute level of the correction if
it is calculated using a different Apollo sample (Fig. 5.21).

1Numbering of orbits in the SIR data is defined from perilune to perilune until orbit number 1341, and
from apolune to apolune thereafter.
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Figure 5.17: Target tracking observations of an area near the Apollo 16 landing site at
a highland near the Cayley plains and the Descartes mountains. The two tracks shown
are parts from orbits 368 (March 28, 2005) and 366 (March 27, 2005), from left to right
respectively. The circle shows the average size of the footprint, which is 1.4 km.
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Figure 5.18: The angles of incidence, emergence and phase of the SIR observations from
a part of orbit 366 of the Apollo 16 landing site in target tracking mode. The angle of
emergence varied less than 7◦ and the phase angle varied less than 3◦.
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Figure 5.19: The angles of incidence, emergence and phase of the SIR observations from
a part of orbit 368 of the Apollo 16 landing site in target tracking mode. The angle of
emergence varied less than 6◦ and the phase angle varied less than 2◦.

Figure 5.20: SIR observation of Apollo 16 landing site from two orbits and the laboratory
measurement of soil sample 62231 (RELAB/ Brown University).
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Figure 5.21: Differences between lunar soil samples near Apollo 16 landing site. The
different levels are due to different locations as well as to the processing of the samples
before measuring at laboratory conditions. Data from RELAB (Brown University).
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5.5.2 Celestial objects

When celestial objects, other than the selected sites on lunar surface which fill the field of
view of the instrument, are used for calibration purposes the radiance of the source should
be strong enough to be detected by SIR. In order for the signal to be on the linear range
of the instrument its power should exceed 1.4 pW as calculated in Section 3.3. Another
constraint is the pointing accuracy; since the instrument is fixed the whole spacecraft had
to be re-oriented. The accuracy of pointing was only about 4.5 mrad for two axis and
18 mrad for the third (SIR team 2000), whereas the field of view of SIR is 1.1 mrad. The
relative pointing accuracy over 100 ms is about 0.05 mrad, which is accurate enough.
For this reason the target had to be observed on several occasions with a slightly different
pointing of the spacecraft. In total, there are 11 orbits for Jupiter, 7 for Sirius, and 3 for
Vega.

The spectral radiance per unit wavelength measured by the NIMS instrument (Sec-
tion 1.4.1) onboard the Galileo spacecraft shows that Jupiter’s radiance is highly varying
depending on the wavelength. It has maxima of 250, 150, 90 and 23 µW

cm2 sr µm at 1.05, 1.3,
1.6 and 1.9 µm, respectively (Irwin et al. 1998). Between the maxima there are steep
minima, each less than 12 µW

cm2 sr µm . The signal power P received from Jupiter according to
Equation 2.3 is

P (λ) = Lλ (λ)∆λΩJupAS IR, (5.10)

where Lλ is the radiance per unit wavelength, ∆λ = 6 nm is the spectral sampling,ΩJup =

23.1 nsr is the solid angle of Jupiter seen by SIR, and AS IR = 40.7 cm2 is the instrument’s
aperture area. The signal power received from Jupiter is on the order of 1.5 pW, which is
at the limit of linear operation of the instrument but due to noise in the observations the
signal is too weak. The radiances of Sirius and Vega are even less than Jupiter’s so they
were unuseful in checking the calibration.

At the very end of the SMART-1 mission the spacecraft was pointed at the Sun but
this caused the saturation of almost all pixels and could not be used for inflight calibration
either.
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6 Sample spectra from selected lunar
sites

6.1 Comparison with Clementine data

The Clementine mission carried on board two cameras, one for visible and the other for
NIR wavelengths (Section 1.4.2). This data, albeit from only a few filter channels, can
be used to adjust the overall level of the SIR reflectance factor calculated using the steps
explained in Chapter 5. This reflectance factor appears somewhat lower than the Clemen-
tine data (Fig. 6.1) due to differences in the data reduction procedure. Furthermore the
temperature related effect present already in the ground calibration (Fig. 3.12) is present
in the SIR spectra of orbits 2374 and 2506. This effect can be overcome by using spectra
from a reference area in the same orbit and calculate a relative spectrum.

6.2 Relative spectra of Reiner Gamma

Relative spectra are useful in absorption identification because absorption features are rel-
atively weakly observed in spectra presented in units of reflectance factor, relative spectra
are useful in absorption identification. Spectra measured on the Reiner Gamma swirl are
divided by a reference spectrum, which is an average of tens of spectra taken on an area
outside the swirl where prominent absorptions are not expected.

Swirls are albedo features of bright and dark material on the surface without an appar-
ent corresponding topographic feature; they also have diffuse boundaries and magnetic
anomalies associated with them. Swirl patterns range in size from 50 m to 10 km across
and form ribbon-like patterns as well as open and closed loops. Sometimes the swirl
patters form a larger fan-shaped system of such patterns which extends hundreds of kilo-
meters from the core feature; the distribution of these swirls provide a clue on the direction
of the assumed cometary impact and the dust and gas tails of the impactor (Schultz and
Srnka 1980). The most investigated swirl on the Moon is Reiner Gamma (5◦ S, 60◦ W)
on the nearside (Fig. 6.2), since the other swirls are on the farside of the Moon, near
Mare Marginis (15◦ N, 90◦ E) and Mare Ingenii (35◦ S, 180◦ E). There have been many
theories about their origin: they have been considered volcanic ash deposits, volcanically
derived sublimates, highland debris from impact ejecta, or the results of magnetic shield-
ing of fresh mare materials from the solar wind ion bombardment (Basilevsky et al. 2004).
Other theories suggest that they are remains and imprints of recent cometary impacts, less
than 100 million years old, and that the magnetic field associated with them is of cometary
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Figure 6.1: SIR observations (magenta) compared with the earlier Clementine mission;
the six Clementine channels (*) are used to interpolate a spectrum at the SIR wavelengths.
The reference areas are in Oceanus Procellarum north of Reiner Gamma.

origin.
Relative spectra from four orbits over the Reiner Gamma swirl are shown in Fig. 6.3.

The reference areas are from the same orbits but beyond the area shown in the figure.
The overall relative spectra show that the swirl is 20 to 70% brighter than the reference
area. Furthermore, the relative spectra have negative slopes, which indicate that they are
spectrally bluer than the reference area. A well known effect of space weathering (e.g.
micrometeorite impacts, solar wind particles, galactic cosmic rays) modify the reflectance
properties of the lunar regolith over time, leading to darkening of the visible spectrum,
reduction of the absorption bands, and an increase in the continuum; these factors modify
the reference spectrum. The effect of 1 µm and 2 µm absorption bands is seen in the
middle spectrum of orbits 2243 and 2506.
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6.2 Relative spectra of Reiner Gamma

Figure 6.2: Reiner Gamma Swirl at 1.5 µm wavelength. The locations of four selected
parts of four SIR orbits are shown as yellow line. The coordinates used by the Clementine
mission differ somewhat from the coordinates used by SIR. The flight direction is south
to north for orbit 1387 and north to south for orbits 2243, 2374, and 2506. Photo courtesy
of NASA / Clementine mission.
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6 Sample spectra from selected lunar sites
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Figure 6.3: Relative spectra over Reiner Gamma from the fractions of orbits shown in
Fig. 6.2. The spectra are from the beginning of the fraction (black), from the middle
(magenta) and from the end (blue).
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7 Conclusion

The SIR instrument was the first high resolution spectrometer on lunar orbit, flown in
2005-2006. The center wavelengths of the 256 pixel detector have been estimated and
presented by a third order polynomial as a function of the pixel number; the wavelength
ranges of SIR, SIR-2 flight model and SIR-2 flight spare instrument are 938 to 2390 nm,
934 to 2411 nm and 916 to 2385 nm, respectively. The spectral sampling is 5 to 6 nm
and decreasing as a function of wavelength. The accuracy of the third order polynomial
method could be, according to simulations, as good as 0.5 nm, but residuals of measured
data and the polynomial indicate deviations in some cases up to 4 nm for the SIR-2 flight
spare and up to 2 nm for the SIR-2 flight model. However, the point spread function due
to the optics is as wide as 18 to 30 nm.

The noise level of the digital output signal of SIR-2 is tens of times better (lower) than
that of SIR. The best sensitivity of SIR is limited between wavelengths 1.05 and 1.90 µm.
The repeatability error in the absolute sensitivity calibration was 3 to 10% in the best
sensitivity region of SIR. Due to the characteristic output spectrum of the calibrating
devices, the absolute sensitivity calibration has a repeatability error of greater than 20%
at pixel numbers higher than 200 (corresponds to 2.1 µm) for all three instruments. The
dynamic range of instrument output with the 16-bit A/D converters ranges from 0 to
65535. The bias of SIR is more than 14000 DN which consumes 22% of the full range,
whereas for SIR-2 the bias is 2250 DN (3%). The nonlinearity up to signal levels of
55000 DN is 5 to 10% depending on the pixel. It increases toward the maximum DN but
the nonlinearity close to the maximum could not be evaluated due to the low light level
available from the calibrating devices. Thus, the useful dynamic range of SIR is 14000
to 55000 DN (the exact values are pixel dependent), which is 63% of the total dynamic
range. The power incident to the instrument should be at least 1.4 pW to ensure linear
operation of the output.

The minerals detected with the SIR and SIR-2 instruments are pyroxenes, olivines,
ilmenite and feldspars. Iron bearing orthopyroxenes have their first NIR absorption min-
imum at 0.90 nm so they are outside the sensitive region of the instrument. The sec-
ond NIR absorptions of three orthopyroxenes (enstatite-bronzite, Cr-enstatite and hyper-
sthene) are at 1.82, 1.80 and 1.78 µm, respectively; they are at the sensitive region of the
instrument but cannot be reliably distinguished from each other because the point spread
function is the same size or wider than the differences of these wavelengths. The pyroxene
pigeonite has its absorption minima at 0.93 and 2.00 µm, so the second minima can be
observed and distinguished from the orthopyroxenes. Subcalcic augite has its minima at
0.99 and 2.18 µm, which can be distinguished both from pigeonite and diopside, whose
minima are at 1.02 and 2.30 µm. The clinopyroxenes diopside and augite can also be clas-
sified: augite’s minima are at 1.05 and 2.35 µm. Olivines can be detected as well: they

109



7 Conclusion

have their first minimum between 1.05 (forsterite) and 1.08 µm (fayalite) and a weak sec-
ond minimum at 1.95 µm. Ilmenite has a band at 1.55 µm and Ca-plagioclase at 1.25 µm,
which are well within the high-sensitivity wavelength range but may remain undetectable
by SIR because of its moderate signal-to-noise ration and the weakness of these bands.

A software for the data reduction of near-infrared spectrometers has been developed as
part of this work. The SIR instrument was a technology demonstration whose electronics
produced spikes and jumps in the output signal. The spikes in signal level, which lasted
for one or two spectra and were uncorrelated between pixels, were filtered out with a
two-stage digital filter. This filtering improved the signal-to-noise ratio by up to 25 dB.
However, another effect, the long-lasting jumps in signal levels, which occur in some
orbits, are not removed by this filter. Another characteristics of the SIR instrument was
a temperature related distortion, whose origin was not known and it affected the signal
levels of most pixels in an oscillatory way.

The SIR-2 instrument is based on the same general design as the SIR. The analogue
electronics was redesigned and the spikes and jumps in signal level are not present in the
data. Two copies of the instrument were built: the first one, which was calibrated in India
in October 2007, showed similar signs of temperature related distortion as SIR. Based on
data from qualification tests in a thermal vacuum chamber, it was hypothesised that the
transmission coefficient of the blocking filter was changing as a function of temperature.
For the second copy of SIR-2 this multilayer optical glass filter was replaced by another
type of multilayer glass. This instrument was calibrated at the Max Planck Institute for
Solar System Research in May 2008 and found to be free of the temperature related dis-
tortion. The temperature related oscillations of SIR data may be possible to model using
both the SIR and SIR-2 calibration measurements at different temperatures of the instru-
ment; this would eliminate the need to use data from other missions to check the absolute
reflectance factor given by SIR, which is generally lower than Clementine’s reflectance
factor.

For the photometric correction the approach of Akimov and Shkuratov was chosen
against the more prevalent Hapke function. The three parameters required of this are not
well known in near-infrared and the shadow hiding parameter has been estimated using
the SIR data set. The challenge is to obtain a data set which covers a wide range of angles
of incidence and emergence. A new value for the shadow hiding parameter as a function
of wavelength has been established.

A major advantage of the active temperature controller in the upgraded SIR-2 detector
is that when operated at temperatures where the dark background has been measured it
is enough to subtract the laboratory dark of the same temperature in DN units from the
instrument output, i.e. unlike with SIR no modeled dark count rate needs to be calcu-
lated. The SIR dark corrections based on laboratory measurements are not used in the
final version of data reduction, instead flight darks looking at the dark lunar surface or
space have been utilised to calculate new parameters for the dark reduction. According
to dark background calibration of SIR 4% of the pixels were deemed to be defective (5%
for SIR-2, 4% for SIR-2 flight spare); failing to show the expected exponential increase
in their dark background levels as a function of temperature. During the refinement of
dark background calibration using flight data from SIR a further 4% were classified as
defective.

A data reduction procedure has been developed for the SIR data set, which covers 18%
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7 Conclusion

of the lunar surface. The data reduction may be further improved by refined modelling of
the temperature and electronics related effects in SIR. SIR-2 is expected to observe 20%
of the lunar surface in the next two years. This new data could also be used to further
improve the original SIR data reduction and inflight calibration. The combined data of
SIR and SIR-2 add an important new data set towards the understanding of the lunar
mineralogy.
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A Calculation of surface area covered
by SIR on the SMART-1 mission

A.1 Introduction

In order to estimate the area covered by the point spectrometer SIR the coordinates and
geometrical data given by the SMART-1 mission team have been utilised. The calcula-
tion of the area is done in two different ways depending on the separation of neighboring
footprints. If they are separated in distance then the area of the footprint ellipse is cal-
culated. If neighboring footprints are overlapping, then a rectangle approximation of an
area which is covered by the footprints is calculated. The assumptions of the calculation
are:

• The Moon is a sphere with an exact radius of 1737 km. The true large-scale topo-
graphic variations on the Moon have an amplitude of 16 km.

• The area illuminated by one footprint is a flat plane surface. Typical footprint areas
have a characteristic size of 300 - 3000 m, where the local topography can in reality
vary and affect the actual footprint size, especially at large angles of incidence or
emergence.

• The footprint has the shape of an ellipse, whose major axis is perpendicular to the
direction of motion of the spacecraft. In this work the change of orientation of the
spacecraft in the direction of motion during target tracking is not taken into account.
This may cause a slight underestimation of the area.

A.2 Calculations

Distance of footprint centers

The coordinates on the lunar surface are known for each spectrum. These coordinates are
assumed to be the center of the footprint. The distance on a sphere between two points
(θ1, φ1) and (θ2, φ2) is

s1,2 = RMoon

√
2
√

(1 − sin (θ1) sin (θ2) − cos (φ1 − φ2) cos (θ1) cos (θ2)), (A.1)

where s is the distance on the ground and RMoon is the radius of the Moon.
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A Calculation of surface area covered by SIR on the SMART-1 mission

The size of an isolated footprint

The size of the footprint is the size of the area of the field of view of the instrument
projected on a surface which is tangent to a sphere at the center point of the footprint. It
is calculated as

A1 = π
a
2

R tan
FOV

2
, (A.2)

where a is the major axis of the ellipse, R is the altitude of the spacecraft, and FOV is the
field of view angle of the SIR instrument (1.11 mrad). The major axis is

a = d sin
FOV

2


1

cos
(
e + FOV

2

) + 1

cos
(
e − FOV

2

)
 , (A.3)

where d is the distance between the spacecraft and the footprint center and e is the angle
of emergence, that is the angle between the surface normal observed and the spacecraft.
All these values are available in the geometry files calculated by the mission team.

The area of overlapping footprints

The criteria that neighboring footprints are overlapping is based on the distance between
their centers compared to the length of the major axis. If si,i+1 < ai (refer to Eq. (1)) for
footprints i and j, then the area is calculated as a rectangle:

Ai = si,i+1

(
ai

√
π

2

)
. (A.4)

The factor ai

√
π

2 is the length of a side of a square, whose area is the same as a circle with
diameter ai would have. When there is a sequence of overlapping footprints the total area
of them is ΣAi. In this way the overlapping elliptical footprints have been replaced by a
series of rectangles, which have approximately the same total area as the area covered by
the overlapping footprints.

A.3 Results

The end result of the area calculation depends on the constraints set to the observations.
As a first example, if the maximum major axis length of a footprint is limited to 3 km,
and the angle of incidence is limited to 90◦, then the total area from the above calculation
is 18% of lunar surface. Independently of the area calculation the maximum east-west
separation between orbits has been determined to be 60 km in the SIR observations.
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B Spectral calibration measurements
of SIR-2

Table B.1: Measurements for spectral calibration of SIR-
2 on 4.-5. October, 2007 at Space Applications Center of
ISRO, India.

Meas. Start End Interval Detector Core optics
no. wavelength [nm] wavelength [nm] [nm] temperature [C] temperature [C]
66 900 1200 50 -60
67 900 1200 50 -60
68 900 1200 50 -60
69 Dark background -60
70 900 1200 10 -60
71 900 1200 6 -60
72 800 1700 6 -60 -40
73 800 1250 6 -60 -40
74 1250 1700 6 -60 -40
75 1700 2100 6 -60 -40
76 800 2100 6 -60
77 1100 1400 0.5 -60 -40
78 1500 1800 6 -60 -40
79 1800 2100 6 -60 -40
80 1500 2100 6 -60 -40
81 Dark background -60
82 900 2100 6 -50
83 900 1700 6 -50
84 900 1250 6 -50
85 1250 1700 6 -50
86 1700 2100 6 -50
87 900 2100 6 -50
88 1100 1400 0.5 -50
89 930 970 0.5 -50
90 1480 1520 0.5 -50
91 1220 1250 0.5 -50
92 1310 1340 0.5 -50
93 Dark background -50
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B Spectral calibration measurements of SIR-2

Meas. Start End Interval Detector Core optics
no. wavelength [nm] wavelength [nm] [nm] temperature [C] temperature [C]
94 1500 1540 0.5 -50
95 1680 1720 0.5 -50
96 1860 1900 0.5 -50
97 900 1000 6 -50
98 1100 2100 6 -50
99 900 2100 6 -50
100 2100 2500 6 -50
101 2100 2500 6 -50
102 2000 2500 6 -50
103 2000 2500 6 -50
104 2000 2500 0.5 -50
105 2000 2500 6 -50
106 2000 2300 0.5 -50
107 1980 2020 0.5 -50
108 1980 2020 0.5 -50
109 2080 2120 0.5 -50
110 2180 2220 0.5 -50
111 2280 2320 0.5 -50
112 Dark background -60
113 2000 2500 6 -60 -40
114 2000 2300 0.5 -60
115 2080 2120 0.5 -60
116 2180 2220 0.5 -60
117 2280 2320 0.5 -60
118 2280 2320 6 -60
119 2000 2300 0.5 -60
120 2000 2500 6 -60
121 2000 2500 50 -50
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C Radiometric calibration
measurements of SIR-2

This appendix lists the detailed measurements of the radiometric and dark background
calibration of the SIR-2 instrument carried out in Ahmedabad, India on 2.-3.10.2007.
Each measurement has a number which indicates the order of the recordings in time.
Some numbers are missing due to an invalid file or other technical problem. For each
integration time, between 100 and 1000 spectra were recorded. The thermistor of the
detector is located inside its housing and the thermistor of the quartz body is glued to
the glass of the core optics. The “purpose” column of Table C.1 indicates the primary
objective of the measurement: i) absolute sensitivity to determine the spectral response of
the instrument, ii) linearities with respect to either changing light intensity or to different
integration times, or iii) determination of the dark background signal. These three main
types have alterations depending on the exact goal. The readout frequency was by default
1.54 MHz; the possible effect of another readout frequency has been tested, these case are
indicated in the “Comments” column.
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C Radiometric calibration measurements of SIR-2
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C Radiometric calibration measurements of SIR-2
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D Parameters for dark background
correction of SMART-1 / SIR data

Table D.1: Parameters for the function I = d + aT b exp c
T ,

where I is the background level in DN and T is the detec-
tor temperature in Kelvin. These parameters have been esti-
mated by fitting this function to data measured by SIR on the
non-illuminated farside of the Moon with integration time
151 ms.

Pixel a b c d Pixel a b c d
1 1088 2.51 -3769 93.0 129 1141 1.49 -2888 93.3
2 1108 1.98 -3441 93.0 130 1101 2.48 -3892 93.8
3 1090 2.43 -3619 90.3 131 1150 1.86 -3195 93.5
4 1132 1.75 -2836 87.1 132 1089 2.70 -4029 94.0
5 1077 2.50 -3808 92.6 133 927 1.99 -3350 95.3
6 1000 -3.24 -4000 93.6 134 1097 1.80 -3080 93.5
7 1082 2.59 -3931 94.8 135 1106 1.88 -3187 92.8
8 1097 2.56 -3873 91.7 136 1071 2.72 -4039 95.9
9 1122 1.89 -3018 88.3 137 1160 0.90 -2178 92.6

10 1085 2.25 -3655 92.7 138 1115 2.24 -3664 93.6
11 1074 2.48 -3875 92.8 139 1112 1.92 -3324 99.6
12 1066 2.37 -3692 92.2 140 1105 2.38 -3896 94.4
13 1113 0.39 -837 154.8 141 1068 2.38 -3800 94.1
14 1087 2.59 -4100 92.7 142 1115 1.93 -3283 94.0
15 1136 1.27 -2517 96.1 143 1078 2.45 -3885 94.4
16 1082 2.43 -3863 95.6 144 1116 1.91 -3200 93.8
17 1109 2.21 -3654 92.8 145 1147 1.14 -2126 100.2
18 1025 1.35 -2432 105.9 146 930 1.96 -3081 97.3
19 1077 2.57 -3991 93.4 147 1145 1.64 -3019 93.8
20 1057 2.37 -3824 93.3 148 1097 2.03 -3353 93.4
21 1102 2.28 -3729 93.2 149 1127 1.71 -2868 90.5
22 1078 2.39 -3844 93.0 150 1102 2.02 -3340 93.3
23 1103 2.13 -3579 93.0 151 1096 2.67 -4233 94.6
24 1091 2.03 -3376 93.5 152 1093 2.36 -3752 94.0
25 1092 2.24 -3736 93.0 153 1075 2.34 -3793 94.3
26 1074 2.32 -3744 93.0 154 1106 2.10 -3417 93.6
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
27 1114 1.81 -3290 93.8 155 1174 1.31 -2805 93.7
28 1082 2.52 -4005 93.4 156 1109 2.25 -3716 94.0
29 1136 2.00 -3236 90.1 157 1112 2.32 -3803 94.0
30 1101 2.20 -3729 93.5 158 1133 1.96 -3316 93.3
31 1083 2.48 -3987 93.5 159 1055 2.79 -4150 95.5
32 1127 1.65 -3077 92.3 160 1117 0.28 -1157 79.6
33 1080 2.50 -3980 93.4 161 1094 2.21 -3594 94.8
34 1154 1.63 -3009 93.0 162 1092 2.12 -3505 95.5
35 1076 2.41 -3842 92.9 163 1106 2.27 -3650 95.7
36 1133 1.42 -2836 92.5 164 1042 2.70 -4035 94.7
37 1119 2.03 -3466 92.7 165 1025 1.41 -2271 82.7
38 1097 2.29 -3560 92.8 166 1124 1.88 -3102 92.0
39 1059 2.58 -4003 93.7 167 1111 1.68 -3104 93.7
40 1124 -0.48 -573 89.0 168 1073 2.61 -4005 94.5
41 1112 2.52 -3785 94.5 169 1089 1.86 -2822 97.2
42 1090 2.13 -3601 93.4 170 1000 -9.25 -4000 94.5
43 1097 2.21 -3551 104.4 171 1091 2.27 -3754 94.2
44 995 1.61 -2616 92.3 172 1079 2.61 -4075 94.7
45 1071 2.50 -4030 93.6 173 1134 1.29 -2586 92.7
46 1154 0.51 -1743 90.7 174 1095 2.47 -3800 94.5
47 1093 2.21 -3725 93.0 175 1085 2.34 -3669 93.9
48 1130 1.43 -2818 92.8 176 1111 2.03 -3436 94.1
49 1066 2.70 -4072 93.8 177 1036 0.96 -1654 70.3
50 1079 2.05 -3438 93.1 178 1043 2.59 -3990 94.8
51 1117 2.24 -3571 93.0 179 1095 2.36 -3811 94.6
52 1117 2.07 -3502 93.6 180 1100 2.11 -3387 93.4
53 1044 2.56 -3950 95.1 181 1090 2.07 -3365 94.1
54 1112 2.21 -3628 93.3 182 1112 -0.11 -902 88.4
55 1086 2.28 -3608 94.3 183 1078 2.61 -4034 94.3
56 1070 2.14 -3616 93.8 184 1151 1.11 -2385 92.9
57 1104 2.41 -3756 93.3 185 1095 2.39 -3772 94.0
58 1040 0.58 -1778 91.2 186 1106 2.08 -3464 94.7
59 1092 2.52 -4045 93.5 187 926 1.90 -3109 100.9
60 1097 1.94 -3447 93.6 188 1097 2.05 -3399 94.6
61 1098 2.20 -3492 93.6 189 1054 2.48 -3773 95.2
62 1088 2.21 -3645 93.5 190 981 2.40 -3740 96.3
63 1068 2.49 -3969 93.8 191 1092 2.68 -4086 96.6
64 1090 2.13 -3296 92.7 192 1118 -0.31 -725 89.4
65 1173 1.74 -2842 98.9 193 1114 2.06 -3290 94.8
66 1100 2.22 -3618 93.4 194 1080 2.38 -3864 95.1
67 1100 1.46 -2687 94.3 195 1075 2.62 -3988 95.3
68 1110 2.07 -3485 93.3 196 1092 1.73 -3105 94.8
69 1063 2.56 -4037 95.6 197 1070 2.52 -3879 95.0
70 1079 2.42 -3826 94.3 198 1074 2.22 -3552 94.9
71 1065 2.59 -3988 94.0 199 1109 2.13 -3603 94.7
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
72 1129 1.83 -3161 93.2 200 1077 2.27 -3712 94.9
73 1050 2.77 -4138 94.0 201 1077 2.11 -3573 94.5
74 1085 1.90 -3332 94.7 202 1118 1.97 -3265 93.7
75 1140 1.31 -2669 92.7 203 1088 2.35 -3744 94.1
76 1102 2.51 -3898 93.5 204 1111 0.36 -857 80.0
77 1096 2.35 -3624 93.2 205 1077 2.55 -3870 93.9
78 1074 2.51 -3913 94.1 206 1133 1.74 -3090 94.6
79 1096 2.27 -3688 93.7 207 1100 2.17 -3516 94.1
80 1084 2.58 -4008 93.3 208 1088 2.39 -3816 95.1
81 1107 2.03 -3261 92.1 209 1122 1.68 -3113 94.4
82 1117 1.62 -2943 103.1 210 1113 2.37 -3637 93.4
83 1072 2.58 -4038 94.2 211 995 1.87 -2826 93.2
84 1081 2.09 -3283 98.9 212 1001 -3.62 -3985 434.0
85 1082 2.52 -3964 94.6 213 1069 1.59 -2917 93.0
86 1164 1.16 -2505 92.5 214 996 2.51 -3770 94.9
87 1093 2.38 -3735 93.4 215 1072 2.42 -3927 95.2
88 1085 2.27 -3706 94.1 216 1093 2.33 -3631 94.6
89 1106 2.15 -3532 94.9 217 1085 2.07 -3284 94.2
90 1101 1.97 -3420 93.5 218 1083 2.48 -3858 94.8
91 1075 2.59 -4070 93.8 219 1135 1.95 -3233 95.0
92 1074 2.40 -3838 94.2 220 1062 2.27 -3829 95.2
93 1091 2.24 -3628 93.6 221 1114 2.22 -3462 94.2
94 1109 2.04 -3312 93.5 222 1121 1.35 -2643 93.4
95 1094 2.25 -3698 94.0 223 837 2.48 -3896 109.0
96 1102 2.16 -3474 92.8 224 1099 2.00 -3392 95.0
97 1100 2.19 -3651 93.6 225 1113 1.91 -3205 93.9
98 953 1.61 -2577 133.9 226 1094 2.54 -3792 93.7
99 1110 1.74 -3146 93.6 227 1103 2.25 -3686 95.0

100 1108 2.29 -3665 93.9 228 1068 2.63 -4010 95.5
101 1061 2.36 -3779 94.1 229 1126 -0.55 -523 91.7
102 1122 -0.04 -540 50.3 230 1081 2.39 -3703 95.3
103 1169 1.31 -2746 93.0 231 1056 2.51 -3896 95.9
104 1103 2.22 -3725 93.9 232 1098 2.37 -3787 95.0
105 1084 2.46 -3962 94.0 233 1122 1.86 -2905 87.5
106 1098 2.41 -3805 96.4 234 1086 2.22 -3706 96.3
107 1108 1.61 -2644 88.8 235 952 2.51 -3803 95.1
108 1034 0.62 -1565 85.4 236 1120 1.54 -2582 91.9
109 1073 2.63 -3998 94.3 237 1110 2.06 -3397 95.2
110 1074 2.29 -3674 93.6 238 1111 0.29 -882 38.7
111 1094 2.24 -3691 93.8 239 1096 2.44 -3834 95.7
112 1108 2.09 -3434 95.2 240 1073 2.27 -3598 96.1
113 1095 2.26 -3733 93.7 241 1114 2.27 -3604 94.0
114 1175 1.45 -2921 93.7 242 1147 0.76 -1978 93.6
115 959 2.58 -3823 94.0 243 925 2.42 -3616 106.8
116 1067 2.43 -3835 93.7 244 1107 2.13 -3467 95.6
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
117 8 17.23 -21490 122.8 245 1099 1.97 -3279 94.3
118 1116 1.71 -3114 93.4 246 1099 2.16 -3534 94.9
119 1005 1.23 -2309 98.9 247 1069 1.90 -3143 95.5
120 1075 2.73 -4156 94.0 248 1078 2.47 -3821 95.6
121 1145 1.33 -2666 92.9 249 1109 2.16 -3457 94.4
122 1077 2.66 -4083 94.1 250 1104 1.56 -2954 94.8
123 1123 2.21 -3681 94.3 251 1134 1.86 -3239 94.6
124 1141 0.82 -1602 135.2 252 1050 2.33 -3612 95.8
125 1119 2.31 -3832 93.8 253 1129 -0.66 -456 92.8
126 1109 0.30 -918 100.3 254 1128 1.22 -2191 101.5
127 1053 2.39 -3727 94.6 255 1072 2.70 -4093 95.2
128 1072 2.46 -3861 94.3 256 1123 1.84 -3197 94.6

Table D.2: Parameters for the function I = d + aT b exp c
T ,

where I is the background level in DN and T is the detec-
tor temperature in Kelvin. These parameters have been esti-
mated by fitting this function to data measured by SIR on the
non-illuminated farside of the Moon with integration time
252 ms.

Pixel a b c d Pixel a b c d
1 675 2.61 -3868 59.9 129 839 1.76 -3250 57.3
2 861 1.84 -3290 56.6 130 715 2.60 -4028 58.3
3 720 2.50 -3689 58.5 131 826 1.83 -3184 57.9
4 828 1.76 -2862 56.0 132 665 2.79 -4118 59.6
5 673 2.50 -3788 58.4 133 798 2.00 -3407 58.6
6 1000 -3.72 -4000 56.5 134 746 2.00 -3333 58.8
7 653 2.69 -4019 60.5 135 845 1.79 -3097 57.2
8 649 2.67 -3971 58.2 136 625 2.87 -4181 61.4
9 732 2.00 -3146 57.2 137 956 1.40 -2858 57.4

10 776 2.18 -3586 57.0 138 773 2.11 -3508 57.3
11 703 2.57 -3979 57.8 139 735 2.04 -3471 63.2
12 716 2.41 -3722 57.5 140 779 2.29 -3789 57.6
13 1137 -0.21 -262 149.5 141 720 2.47 -3917 58.2
14 709 2.64 -4156 56.9 142 782 1.99 -3370 58.1
15 809 1.45 -2761 61.0 143 729 2.51 -3973 58.3
16 702 2.46 -3898 60.0 144 795 1.87 -3166 58.2
17 775 2.25 -3723 57.2 145 856 1.07 -2042 64.6
18 1161 5.76 -8460 80.8 146 712 2.14 -3307 63.1
19 694 2.61 -4017 57.9 147 1405 1.64 -3175 57.7
20 722 2.42 -3884 57.4 148 827 1.88 -3175 57.3
21 761 2.30 -3759 57.4 149 1486 3.13 -5017 62.6
22 709 2.47 -3939 57.3 150 780 1.99 -3307 57.9
23 802 2.04 -3479 56.9 151 732 2.65 -4196 57.8
24 771 2.03 -3383 58.0 152 711 2.46 -3861 58.3
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
25 731 2.37 -3890 57.1 153 723 2.42 -3885 58.1
26 758 2.34 -3780 57.3 154 750 2.12 -3439 58.1
27 700 1.83 -3274 57.1 155 852 2.06 -3771 57.3
28 677 2.63 -4126 57.6 156 787 2.24 -3730 57.7
29 818 1.81 -3017 55.7 157 721 2.47 -3986 57.9
30 789 2.36 -3945 57.4 158 823 1.94 -3299 57.6
31 744 2.41 -3902 57.1 159 631 2.89 -4231 60.3
32 812 1.98 -3525 56.8 160 1253 0.17 -1156 49.3
33 692 2.57 -4052 57.4 161 772 2.16 -3545 58.8
34 803 1.90 -3369 57.7 162 777 2.12 -3515 59.1
35 738 2.49 -3944 57.5 163 742 2.30 -3693 59.9
36 944 1.81 -3393 56.8 164 677 2.83 -4175 60.0
37 782 2.14 -3604 56.9 165 854 1.44 -2347 55.4
38 703 2.39 -3671 58.9 166 787 1.80 -3016 57.3
39 691 2.70 -4145 58.4 167 1134 1.83 -3390 57.5
40 1307 0.01 -1445 55.8 168 704 2.75 -4158 59.1
41 662 2.56 -3781 59.7 169 768 1.89 -2857 67.8
42 856 2.02 -3479 56.9 170 1000 -11.16 -4000 57.0
43 704 2.46 -3850 69.5 171 831 2.18 -3678 57.7
44 755 1.55 -2549 59.4 172 698 2.66 -4119 58.5
45 771 2.45 -3970 57.2 173 1182 1.39 -2828 57.2
46 853 1.41 -2959 56.5 174 676 2.54 -3859 59.4
47 834 2.24 -3805 56.9 175 725 2.41 -3761 58.9
48 825 1.86 -3389 57.1 176 811 1.96 -3364 57.6
49 638 2.86 -4238 59.2 177 879 1.13 -1926 57.5
50 761 2.17 -3599 57.6 178 654 2.75 -4163 59.2
51 740 2.31 -3655 58.2 179 768 2.40 -3872 58.3
52 813 2.04 -3478 57.3 180 722 2.14 -3409 58.4
53 664 2.58 -3944 59.0 181 732 2.17 -3488 59.0
54 753 2.27 -3691 57.6 182 1170 0.90 -2419 57.5
55 711 2.46 -3821 59.7 183 723 2.63 -4047 58.4
56 787 2.14 -3631 57.3 184 825 1.27 -2619 57.2
57 709 2.41 -3737 58.2 185 755 2.35 -3734 58.3
58 779 1.21 -2614 56.7 186 793 1.99 -3362 58.3
59 722 2.56 -4104 57.4 187 857 2.82 -4399 67.3
60 781 2.35 -3972 57.5 188 775 2.04 -3393 58.4
61 709 2.39 -3703 59.2 189 683 2.60 -3915 60.5
62 748 2.24 -3671 57.4 190 685 2.55 -3917 60.5
63 730 2.57 -4074 57.8 191 689 2.82 -4250 61.1
64 681 2.34 -3526 61.1 192 779 1.65 -3387 57.8
65 734 1.72 -2801 66.0 193 854 2.00 -3237 59.6
66 795 2.14 -3540 57.4 194 753 2.38 -3870 58.5
67 820 1.41 -2641 58.7 195 658 2.74 -4104 60.1
68 791 2.01 -3426 57.3 196 825 1.84 -3262 58.3
69 704 2.62 -4110 59.6 197 685 2.65 -4019 59.7
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
70 687 2.49 -3890 58.6 198 728 2.40 -3783 59.9
71 681 2.74 -4163 58.8 199 813 2.21 -3729 58.1
72 903 1.76 -3110 57.4 200 742 2.23 -3664 58.2
73 638 2.91 -4269 59.4 201 778 2.27 -3796 58.0
74 810 2.01 -3502 58.7 202 792 1.92 -3215 58.0
75 893 1.41 -2837 56.8 203 790 2.22 -3596 57.9
76 693 2.65 -4058 58.5 204 1046 0.50 -1119 81.0
77 683 2.48 -3763 59.3 205 663 2.66 -3980 59.3
78 691 2.55 -3942 58.4 206 908 1.73 -3110 58.3
79 712 2.37 -3803 58.0 207 808 2.11 -3464 58.3
80 718 2.62 -4045 57.9 208 736 2.36 -3774 58.6
81 736 2.11 -3351 58.2 209 1248 1.76 -3338 57.7
82 752 1.52 -2777 65.4 210 683 2.49 -3758 59.5
83 736 2.52 -3960 57.9 211 773 1.85 -2817 62.6
84 686 2.28 -3484 65.5 212 1000 -3.13 -3993 260.1
85 717 2.48 -3903 58.2 213 1208 1.50 -2929 56.9
86 836 1.67 -3166 57.2 214 675 2.65 -3938 60.6
87 718 2.43 -3776 58.3 215 724 2.50 -4022 58.4
88 768 2.17 -3580 57.7 216 700 2.40 -3708 59.8
89 743 2.09 -3454 58.8 217 689 2.20 -3416 59.9
90 781 2.11 -3599 57.4 218 715 2.50 -3874 59.0
91 698 2.76 -4264 58.0 219 763 1.94 -3211 59.4
92 687 2.51 -3966 58.3 220 735 2.32 -3891 58.1
93 730 2.36 -3777 58.1 221 682 2.33 -3575 60.0
94 723 2.06 -3323 58.6 222 1278 0.98 -2283 56.1
95 751 2.24 -3691 57.7 223 616 2.24 -3527 67.8
96 739 2.19 -3507 57.8 224 855 1.98 -3396 58.2
97 841 2.18 -3674 57.5 225 871 1.72 -3008 57.7
98 720 1.65 -2609 96.3 226 689 2.59 -3830 59.7
99 807 1.81 -3248 57.6 227 795 2.21 -3646 58.4

100 757 2.25 -3608 58.1 228 678 2.69 -4065 59.7
101 733 2.43 -3863 58.3 229 1114 -0.43 -640 53.2
102 1132 0.06 -390 -166.0 230 707 2.42 -3733 59.8
103 1309 1.92 -3648 57.0 231 672 2.59 -3979 59.8
104 750 2.23 -3747 57.4 232 734 2.39 -3807 58.7
105 715 2.50 -4013 57.7 233 772 1.92 -2995 57.7
106 721 2.50 -3909 60.9 234 800 2.16 -3652 58.9
107 735 1.84 -2919 58.8 235 650 2.58 -3890 60.1
108 1279 0.67 -1765 54.6 236 795 1.63 -2719 60.7
109 672 2.74 -4113 59.2 237 803 1.93 -3250 58.8
110 775 2.23 -3612 57.7 238 977 0.50 -1261 44.7
111 775 2.24 -3702 57.5 239 730 2.42 -3800 59.2
112 752 2.06 -3390 59.2 240 721 2.31 -3632 59.9
113 779 2.30 -3799 57.7 241 774 2.22 -3545 58.3
114 1269 1.67 -3322 57.1 242 1305 0.80 -2157 57.5
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D Parameters for dark background correction of SMART-1 / SIR data

Pixel a b c d Pixel a b c d
115 639 2.66 -3918 60.2 243 685 2.17 -3286 67.3
116 710 2.50 -3908 58.1 244 752 2.03 -3335 58.8
117 1080 8.76 -12369 73.3 245 890 1.67 -2947 57.6
118 891 2.01 -3534 57.5 246 796 2.17 -3562 58.8
119 858 1.15 -2257 63.9 247 739 2.02 -3296 60.2
120 667 2.87 -4304 58.9 248 694 2.53 -3883 59.7
121 1191 1.50 -2986 57.3 249 735 2.18 -3480 59.0
122 655 2.75 -4164 58.6 250 1131 1.61 -3113 58.0
123 1317 2.01 -3563 57.6 251 1304 1.65 -3100 57.8
124 899 0.59 -1364 99.5 252 691 2.38 -3659 60.4
125 1174 2.24 -3845 57.3 253 1377 1.11 -2933 57.9
126 990 0.43 -1175 84.9 254 763 1.41 -2420 70.1
127 737 2.42 -3771 59.2 255 645 2.78 -4155 59.6
128 693 2.60 -4016 58.8 256 868 1.48 -2789 57.2
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E List of sites observed during
SMART-1 mission useful for
photometric function studies

The conditions of the illumination geometry have a wavelength dependent effect on the
brightness of an observed spectrum. In the approach of Shkuratov and Akimov the phase
function for this photometric correction (Section 5.4) has three parameters: shadow hid-
ing, effective radius of particles, and light diffusion length. These parameters can be
determined from observations at various phase angles once Akimov’s disk function has
been applied. The SMART-1 mission observed certain locations on the Moon with a spe-
cial operational mode called target tracking, where the whole spacecraft was pointing to
the same location on the Moon for recording several spectra with changing geometry.
These and other useful observations are listed in Table E.1.

Table E.1: List of sites used to find the shadow hiding parameter of the semi-empirical
Shkuratov phase function. The number of orbits column indicates the number of orbits
from which the site has been observed.

Site name Latitude [◦] Longitude [◦] Orbits
Apollo 11 0.63 23.52 364, 365, 2212
Apollo 12 -3.07 -23.38 381, 382
Apollo 14 -3.71 -17.43 378, 379, 380
Apollo 15 26.12 3.68 369, 371, 372
Apollo 16 -8.84 15.24 366, 367
Apollo 17 20.19 30.82 361, 362
Mare Serenitatis 2 18.67 21.46 363, 364, 365, 366, 2214
Humboldt -27.52 80.92 1730, 1731
southeast of Lindsay, site 1 -9.26 15.39 1623
southeast of Lindsay, site 2 -9.16 15.50 1623
southeast of Lindsay, site 3 -9.10 15.34 1617, 1623
Piccolomini -29.86 32.12 1617
south of Tacitus -17.99 19.68 1617, 2214
southeast of Rarnan 27.09 -52.85 2241
Sinus Medii 3.96 -1.43 1623, 2222
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