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Zusammenfassung

Der Reflective Array Compressor (RAC) ist ein Hochleistungsgerät, das weite Verbre-
itung in Radargeräten findet und auf akustische Oberflächenwellen (AOW) basiert. Diese
Doktorarbeit befasst sich mit einem weitern wichtigen Anwendungsgebiet von RACs:
dem Chirp Transform Spectrometer (CTS). Dieses Messinstrument ist aufgrund seines
geringen Gewichts und der niedrigen Leistungsaufnahme gut geeignet für integrierte (on
Board) Anwendungen in der Weltraumforschung; hier vor allem bei der Erfassung von
planetaren Atmosphären.

Die Leistungsdaten des CTS, wie zum Beispiel Bandbreite und Frequenzauflösung
werden hauptsächlich durch den verwendeten RAC-Filter bestimmt. Daher ist die En-
twicklung eines RAC-Filters mit einem grossen Zeit-Bandbreite-Produkt in der CTS-
Technologie für die Radioastronomie entscheidend bei der Bestimmung planetarer At-
mosphären mittels Mikrowelle.

Dieses Dissertation konzentriert sich auf den Aufbau, die Modellierung und Entwick-
lung von auf AOW basierenden Chirp-Filtern, welche mittels Elektronenstrahllithogra-
phie (ESL) hergestellt werden.

Wichtige Bausteine eines RACs sind verlustarme Wandler mit hoher Bandbreite und
das Weighted Reflector Array. Die simultane Optimierung beider Einheiten ist notwendig,
um eine gleichmässige Amplitude der Transferfunktion mit minimalen Phasenfehlern zu
erreichen. Wir verwenden von uns entwickelte, experimentell untersuchte und optimierte
Pair Reverted Interdigital Transducers (PRT). Die Depth Profile Weighting-Methode,
welche üblicherweise in früheren Entwicklungen verwendet wurde, konnte aufgrund des
Fehlens einer entsprechenden speziellen Scanning Ion Beam Etching-Anlage in der Physi-
kalisch Technischen Bundesanstalt Braunschweig (PTB) nicht verwendet werden. De-
shalb wurden andere Methoden der Amplitudengewichtung für die Filter-Amplitudenma-
nipulation bei konstanter Spurtiefe erforscht, inklusive Gewichtung der Blendenöffnung
und des Spur-Tastverhältnisses. Wir zeigen, dass die Gewichtung des Spur-Tastverhältnisses
gut geeignet ist bei der Herstellung von RAC-Filtern mittels Elektronenstrahllithographie,
da mittels ESL Spurbreiten im Submikronbereich erreicht werden können. Dadurch wird
eine Kontrolle der Reflektivität in einem weiten Bereich möglich. Mit dieser Methode
kann eine optimierte Rechteckantwort des Filters mit ausreichend niedriger Phasenabwe-
ichnung erzielt werden.

Mit Hilfe dieser Gewichtungsmethode wurden zwei Typen von RAC mit einem grossen
Zeit-Bandbreite-Produkt (BT ) und guten Leistungsdaten entwickelt (Einer mit BT = 4000
und der Andere mit BT = 8000). Drei weiter Typen von RAC-Filtern mit gleichen oder
grösseren Werten für BT (BT = 7000, 12000 und 16000) wurden, basierend auf exper-
imentell charakterisierten PRTs, mit Hilfe der Stationary Phase Approximation Reflec-
tive Array Simualtion simuliert. Abschliessend wurde das maximale erreichbare BT von
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Zusammenfassung

RAC-Filtern mit BT = 16000 für YZ-LiNbO3 bestimmt.
Als ein Nebenprodukt wurden drei Elektrodentypen, mittels der experimentellen Meth-

ode zur Bestimmung ihrer frequenzabhängigen Reflektion und der Parameter der Trans-
mission und Volumenwellendiffusion, auf 128◦ YZ-LiNbO3 charakterisiert. Dieses Pa-
rameter können zur Entwicklung von auf akustische Oberflächenwellen basierenden An-
wendungen wie SAW-Tags (RFID), SAW-Sensoren oder Inline Refelective Array Chirp
Filter verwendet werde. Zusätzlich wurden Versuche mit 50 nm dicken Aluminium-
streifen zwischen den beiden Reflektoreinheiten durchgeführt. Die effektive Phasenkom-
pensation wurde aus den Messergebnissen abgeleitet.
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Abstract

Based on surface acoustic waves (SAW), the reflective array compressor (RAC) is a high
performance device widely used in modern radars. This thesis deals with another impor-
tant application of RACs – the Chirp Transform Spectrometer (CTS). This instrument due
to its low weight and power consumption, can be used for on-board applications in space
research, in particular for the remote sensing of planetary atmosphere.

The performances of the CTS, such as input bandwidth and frequency resolution, are
mainly determined by the performance of the RAC filter used in it. Thus, the develop-
ment of a large time bandwidth product RAC filter is essential for CTS technology in
microwave atmospheric remote sensing for radio astronomy.

This dissertation focuses on the design, modeling and development of the surface
acoustic wave RAC type chirp filters using standard electron beam lithography (EBL)
technology.

Important building blocks of the RAC are the low loss wide bandwidth transducer
and the weighted reflector array. The simultaneous optimization of both is necessary
to achieve an uniform response with minimal phase errors. We used optimized pair
reverted interdigital transducers (PRT) which we designed and studied experimentally.
As the depth profile weighting method used in early developments is not available for
us at the Physikalisch-Technische Bundesanstalt (PTB) due to the lack of related spe-
cial scanning ion beam etching equipment, other kinds of amplitude weighting methods
were researched for the filter magnitude modulation with constant groove depth, including
aperture weighting and duty cycle weighting. We showed that the duty cycle weighting
method is an effective method in the fabrication of RAC type filters using e-beam lithog-
raphy, as with EBL we can make grooves of submicron width, which allows us to control
the reflectivity in a wide range. Using this method, an optimized rectangular passband
shape with reasonably small phase deviation can be achieved.

Utilizing this kind of weighting technique, two types of large time bandwidth product
RAC filters with good performances were developed (one with BT = 4000 and the other
with BT = 8000). Three other types of RAC filters with equal or higher time bandwidth
products (BT = 7000, 12 000 and 16 000) were simulated based on the experimental char-
acterized PRT and stationary phase approximation reflective array simulation. Finally,
the maximum achievable time bandwidth product of RAC type filters was estimated to be
about 16 000 for YZ-LiNbO3.

As a “side product” three types of single electrodes were characterized using the ex-
perimental method for their frequency dependent reflection, transmission and bulk wave
scattering parameters on 128◦ YX LiNbO3. These parameters can be used in the design
of SAW radio frequency identifications (RFIDs), SAW sensors or inline reflective array
chirp filters.

xvii



Abstract

Also experiments were performed for phase deviation compensations using 50 nm Al
stripes between the two arrays of reflectors. The practical phase compensation coefficient
was derived using the measurement results.
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AOS Acousto-Optical Spectrometer
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1 Introduction

1.1 Applications for real time Chirp Transform Spectrom-
eters in radio astronomy

If people use a radio telescope to observe the emissions and absorptions from earth’s or
another planet’s atmosphere, the received electromagnetic signals are normally generated
by the rotational quantum transitions of the nonsymmetrical gas molecules in the atmo-
sphere, e.g. CO, O3, water vapor, HCN etc. As normally these molecules’ rotational
statuses are at discrete quantum energy levels, when they receive or lose rotational mo-
mentum, the emitted or absorbed radiowave signals are at a certain fixed center frequency
due to Planck’s law. For example, the center frequencies of radiowave absorptions for
responsible gases in the atmospheres of earth and other planets are shown in Figure 1.1.
As we can see that these signals are mostly centered at a several hundred GHz frequency
(microwave range), it is necessary to use heterodyne technology to down convert the
emissions or absorptions to the center frequency of several GHz (see Figure 1.2). Then
it is possible to use a spectrometer to analyze the down converted signals in the spectrum
domain.

There are many available technologies for performing the spectrum domain analysis
(real time Fourier Transformation). These different technologies will be discussed and
compared in detail in the next section. Among these technologies, the Chirp Transform
Spectrometer (CTS) is one of the most important methods. Such features of the CTS
as low power, small mass and volume and high spectral resolution, are very suitable for
space-based observatory in radio astronomy.

The history of the development of this technology started in the 1970s, and the Max
Planck Institute for Solar System Research (MPS) started CTS development in the 1980s
(see Table 1.1). The past development effort of CTS in the MPS was quite successful, and
the hardware was successfully applied in different projects (for spacecraft, aerospace and
also ground-based observatories). Three examples are provided in the following.

1. CTS for the MIRO (Microwave Instrument for Rosetta Orbitor) project [3]: This
is the first CTS application in the spacecraft-based observatory. It is installed on
the European Space Agency Rosetta Spacecraft which was launched on March 2,
2004 toward comet 67P/Churyumov-Gerasimenko. The CTS was developed (start-
ing in 1997) with a 180 MHz bandwidth, and a total of 4096 frequency chan-
nels in band, centered at 1.35 GHz center frequency. This spectrometer is de-
signed for collecting six kinds of different molecules’ (three volatile species: CO,
CH3OH, NH3 and three, oxygen-related isotopologues of water, H16

2 O, H17
2 O and
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1 Introduction

Figure 1.1: Gases responsible for absorption of radiowaves in the atmospheres of the earth
and other planets, from Janssen [1] 1993.

H18
2 O) rotational transitions from comet 67P/Churyumov-Gerasimenko. Each kind

of molecule needs 30 MHz bandwidth, in total 180 MHz bandwidth. For this spec-
trometer, the total power consumption is less than 15 W and the mass is only about
2.3 kg (see Table 1.1 for year 1997).

2. CTS for the SOFIA (Stratospheric Observatory For Infrared Astronomy) project
[31]: A CTS was developed with a 220 MHz bandwidth and 7500 channels cen-
tered at 2.1 GHz as part of the “German REceiver for Astronomy at Terahertz
frequencies” (GREAT) on the SOFIA (starting in 1998). “This receiver is with
a low-frequency band at 1.6 - 1.9 THz; a mid-frequency band centered on the cos-
mologically relevant 1-0 transition of deuterated molecular hydrogen at 2.6 THz;

2



1.2 Chirp Transform Spectrometer (CTS)

Figure 1.2: Block diagram of a heterodyne receiver system composed of a) front end: the
antenna, mixer, local oscillator (LO), bandpass filter (BPF) and intermediate frequency
amplifier; b) back end: spectrometer. [33]

and a high-frequency band located in the far-IR region targeting the 4.7 THz fine-
structure transition of atomic oxygen. The coverage of such broad frequency bands,
combined with the remarkable improvement in sensitivity if compared to ground-
based observatories by flying at 15 km altitude with SOFIA, offers the possibility
to detect a large number of molecules.”[32] The CTS is used as a unique tool to
remotely sense planerary atmospheres, obtaining circulation information (winds,
temperatures) and vertical profiles of minor species as retrieved from the highly
resolved pectral lines.

3. The same kind of CTS as in the SOFIA project is also being developed and inte-
grated into the ground-based observatory - the Heinrich Hertz Submillimeter Tele-
scope at Mt. Graham in Arizona. “It was used for a wide range of topics concerning
modern astrophysics, from questions about comets, planerary atmospheres and the
interstellar medium in the galaxy, to investigations related to the early Universe.”
[32]

In Figure 1.4, one observation for the CO absorption spectral line centered at 345 GHz
from the atmosphere of Venus is shown. Due to the pressure and thermal broadening effect
for the spectral line shape (see Figure 1.3) with altitude decreases, the temperature and
volume mixing ratio distributions versus altitude for the CO molecules could be retrieved
from the measured spectral line using CTS. These measured values are shown in the right
half of Figure 1.4. This information is of the most interest to astronomers [2].

1.2 Chirp Transform Spectrometer (CTS)

From the discussions presented above, one can see that the Chirp Transform Spectrometer
(CTS) is a very powerful tool for planetary microwave atmospheric remote sensing. In
the following sections the principles of the CTS are reviewed in more detail.
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1 Introduction

Figure 1.3: The rotational transition spectral line shape from different layers of the atmo-
sphere at different altitudes.

1.2.1 Basic principle of CTS
The principle of the Chirp Transformation is derived from the Fourier Transformation in
Equation 1.1 [4].

F(ω) =

∫ +∞

−∞

f (t) · e− jωtdt (1.1)

Let us consider a linear chirp signal which is also called a linear frequency modulated
signal. It is defined in Figure 1.2 for an up chirp and in Equation 1.3 for a down chirp,
both with quadratic phase modulation. Up chirp stands for a signal starting with a low
and ending a high frequency while a down chirp starts with a high frequency and ends
with a low frequency.

Ch+(t) = e j 1
2 2πµt2 (1.2)

Ch−(t) = e− j 1
2 2πµt2 (1.3)

If we take Equation 1.1 and replace the exponent of the Fourier Transform by a linear
chirp component ω = 2πµ · t, the Fourier Transform becomes:

F(µt) =

∫ +∞

−∞

f (τ) · e− j2πµtτdτ (1.4)

For any t and τ values, the following relationship is valid:

tτ = −
1
2

(t − τ)2 +
1
2

t2 +
1
2
τ2 (1.5)

When Figure 1.5 is substituted into Figure 1.4, the Chirp Transform can be derived.

F(ω) = F(µt) = e j 1
2 2πµt2 ·

∫ +∞

−∞

[
f (τ) · e j 1

2 2πµτ2]
· e− j 1

2 2πµ(t−τ)2
dτ (1.6)
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1.2 Chirp Transform Spectrometer (CTS)

Figure 1.4: The 230 GHz CO absorption line retrival from the atmosphere of Venus. The
upper left panel shows the synthetic spectra solution for the observed spectra; the lower
left panel, the difference between the observed and fitted spectra. The upper and lower
right panels indicate the retrieved temperature and CO abundance profiles derived from
the spectrum. The gray lines show the initial profiles, and the horizontal lines are the error
bars. [2]

By substituting Equation 1.2 and Equation 1.3 into Equation 1.6, the final form of the
Chirp Transformation becomes:

F(µt) = Ch−(t) ·
[
( f (t) ·Ch+(t)) ⊗Ch−(t)

]
(1.7)

As shown above, the chirp transform consists of a multiplication of the signal to be ana-
lyzed with the down chirp signal, then a convolution with a matched up chirp signal and
another multiplication with the down chirp signal as in the first one. Hence, this kind of
system is called an M-C-M system. The purpose of the last multiplication is to correct the
phase of the output of the chirp transformer. If we do not need the spectral phase of the
signal, the last mixing can be omitted. Then only the power spectrum of the signal is cal-
culated. The chirp transform with the last multiplication omitted is called an M-C system.
A typical M-C transformation system which can perform the power spectrum calculation
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is shown in Figure 1.5. The up chirp signal for the first multiplication is supplied by the

Figure 1.5: The basic structure for M-C chirp transform spectrometer [13].

impulse response of the so-called expander chirp filter. After the input signal is mixed
with the impulsed up chirp signal, the expanded input signal is then fed into a matched
down chirp filter, where it is compressed to a short pulse. This down chirp filter is, thus,
called a compressor. It performs the convolution in Equation 1.7. In the time domain for
a chirp signal, its convolution with a chirp signal of the opposite chirp slope is equivalent
to the autocorrelation function for this chirp signal. The bandwidth and dispersive delay
of the expander and compressor can be denoted with Be, Te and Bc, Tc, respectively. For
an optimized CTS setup, the following relation applies: Be = 2Bc and Te = 2Tc. Under
these conditions, the spectrometer can achieve a certain resolution and input bandwidth
with the minimum (Be · Te) value.

From Figure 1.5, we can see that the performance of the optimized Chirp Transform
Spectrometer is mainly determined by the performance of the expander and the compres-
sor filter.

1. The input bandwidth of the CTS is determined by the bandwidth of the compressor
filter Bcts = Be − Bc = Bc (Be = 2Bc).

2. The frequency resolution of the CTS is determined by the width of the compressed
pulse, which is ∆ fcts =

µ

Bc
= 1

Tc
. This is determined by the dispersive delay of the

compressor filter.

3. The number of spectral channels of the CTS is determined by the time-bandwidth
product of the compressor filter, which is Ncts = Bcts

∆ fcts
= Tc · Bc.
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1.2 Chirp Transform Spectrometer (CTS)

1.2.2 Advantages and limitations of the CTS
Due to the fact that commercially available spectrum analyzers have duty-cycles far be-
low 100%, they are not sensitive enough for radio astronomical applications. Therefore,
dedicated instruments have been developed for spectral analysis. One can identify five
basic types of spectrometers: analog filter banks, Acousto-Optical Spectrometers (AOS),
Chirp Transform Spectrometers (CTS), autocorrelators and Fast Fourier Transform Spec-
trometers (FFTS) [24]. In Figure 1.6 these different types of spectrometers are listed and
compared for radio astronomy purposes.

Figure 1.6: Comparison of different spectrometer types in terms of coherent bandwidth
and spectral channel number applied in radio astronomy [24].

Early on, spectrometers were built using analog bandpass filters and detectors, which
were then assembled into filter banks. The bandwidth and spectral resolution of this kind
of spectrometer are limited by the number of used filters. There are also other practical
limitations for filter banks in terms of channel numbers, since in general there is only
limited space available. Also each frequency channel needs its individual square law
detector, and differences in the linearity of the individual detectors may lead to systematic
errors on the measured spectrum.

Acousto-Optical Spectrometers were developed later to allow for a wider bandwidth
and a larger number of spectral channels. AOSs can currently cover bandwidths up to
about 4 GHz with approximately 2000 spectral channels [23]. Also their power consump-
tion is relatively low, since data reduction is done by the fact that the Charged Coupled
Devices (CCDs) used average a couple of hundreds or even thousands of spectra before
readout. However, due to their design, they need a stable and thermally controlled envi-
ronment, which puts very tight constraints on their operability.

Another widely used type of spectrometer in radioastronomy is the Digital Autocor-
relation Spectrometer (DAC). As the name says, it calculates the autocorrelation function
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(ACF) of the input signal. The autocorrelation process at the same time reduces the input
data rate. After the data rates are reduced by several orders of magnitude, the spectrum
is calculated by Fourier Transformation of the autocorrelation function (Wiener-Khinchin
theorem). The number of operations of a Fast Fourier Transform (FFT) is then much
smaller compared with calculating the ACF.

Recently, the rapid increase of the sampling rate (≥ 2 GS/s) of commercially available
analog-to-digital converters (ADCs) and the calculation power of field programmable gate
arrays (FPGAs) has led to the possibility to directly digitize the down-converted interme-
diate frequency (IF) signals of coherent radio-receivers, and then transform the digital
signal into a spectrum in real-time. For this kind of complete digital spectrometer Fast
Fourier Transform Spectrometer (FFTS), the main advantage is that it can provide both
wide bandwidths (up to 1.5 GHz) and an impressive number of spectral channels (up to
32 768) - thus, quite a high frequency resolution. Unfortunately, at present this kind of
spectrometer still has a very high power consumption. For the FFTS developed in 2006
[24], its power consumption was larger than 100 W, and the power dissipation to heat is
also quite high.

Before the novel FFT spectrometers were introduced, high resolution spectroscopic
observations with several thousands of spectral channels were only possible with Chirp
Transform Spectrometers. They can provide up to 10 000 spectral channels at a bandwidth
of 700 MHz. For this kind of analog computation technique, several advantages still make
it popular for certain applications.

1. As the CTS is mainly based on passive SAW chirp filters, its power comsumption
can be very low (typically less than 15 W).

2. The analog device-based system for CTS is very reliable for space applications
compared to full digital ones [3], because the analoguous devices such as SAW
chirp filters are not as sensitive as semiconductor ICs to cosmic radiations.

3. The power dissipation to heat is much lower for CTS compared to digital spectrom-
eters. This leads to significantly less cooling problems for space applications.

The only disadvantages of the CTS are the limited bandwidths of up to 700 MHz and the
number of frequency channels which can hardly be more than 10 000. This is determined
by the limitation of the bandwidth and time bandwidth product of the chirp filter used in
it. We will discuss these limitations for RAC type chirp filters in the last chapter.

The Max Planck Institute for Solar System Research has a very long history of de-
veloping Chirp Transform Spectrometers. The CTSs developed till 2005 are shown in
Table 1.1. From the parameters for the power consumption and the mass of CTSs in the
years 2003 and 2005, we can see that it is still quite competitive for space applications
compared to the digital FFTS, even with a limited bandwidth and channel number.

1.3 Motivations for developing large time bandwidth prod-
uct RACs

From the basic principle of the Chirp Transform Spectrometers discussed in section 1.2.1,
we can see that the performance of the chirp filter is essential for the performance of a
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1.4 RAC devices - literature review

1983 1984 1985 1987 1991 1992 1997 2003 2005 Unit
Input
Center
Frequency

180 300 1350 300 300 1350 1350 3000 2100 MHz

Input
Bandwidth

25 22 40 40 40 40 178 400 400 MHz

Spectral
Resolution

500 150 50 50 22 50 43 100 100 kHz

Passband
Ripple

3 6 1 1 1 1 2 2 1 dB

Dynamic
Range

18 27 26 15 30 30 29 25 40 dB

Frequency
Linearity

20 8 1 1 1 1 2 2 0.5 kHz

Absolute
Allan
Variance

100 1100 90 100 1000 900 300 300 600 S

Frequency
Scale
Stability

50 1 5 2 2 2 5 10 5 kHz

Power
Consump-
tion

420 520 530 430 50 30 ≤ 15 5 ≥ 10 W

Mass 22 20 20 25 10 10 2.3 1 ≤ 10 kg

Table 1.1: The history of CTS developments in the MPS until 2005 [29].

CTS. If we had the compressor chirp filter used in the CTS with a larger bandwidth, then
the CTS could have a larger input bandwidth, Bcts = Bc; and if we had a longer compressor
chirp filter dispersive delay, then the CTS could have a higher frequency resolution, as
∆ fcts = 1

Tc
; a larger bandwidth and dispersive delay gives a larger time bandwidth product

of a chirp filter, which will make more frequency channels in the input bandwidth for
CTS. By making the improvements mentioned above, the weakness of CTS compared
to the FFTS for limitations on bandwidth and frequency channel number will be greatly
improved. Together with the several intrinsic advantages discussed in the last section, the
CTS remains a promising passive device-based instrument for microwave specstroscopy
in atmospheric remote sensing when competeting with digital technologies like FFTS.
Hence, the development of large time bandwidth product RAC with an optimized insertion
loss level is very important for CTS technology in microwave spectroscopy for astronomy.

1.4 RAC devices - literature review
At the beginning of the 1970s, due to the rise of the requirements for pulse compression
in military radar applications, efforts were focused on developing large time bandwidth
product dispersive delay lines.
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The first large time bandwidth product dispersive delay line (DDL) using a herring
bone pattern double reflection reflector array was introduced by Tom A. Martin [17] in
1973. This kind of bulk wave DDL was called IMCON. It uses bulk wave transducers
on the steel stripes; the dispersive function was realized by the etched reflective chirp
gratings on the steel stripes. In Martin’s paper, the first order impulse response model
was established for such a herring bone structure, whereas the analytic closed form of
its transfer function was deduced from this model using stationary phase approximation.
Due to the limitation of its bulk wave transducers, the bandwidth of IMCON can only
reach up to 15 MHz. On the other hand, the dispersive delay reached about 300 µs, and
the time bandwidth product reached about several thousand.

Then R. C. Williamson [5] adopted the same kind of structure as IMCON, but used
surface acoustic wave reflections. Hence, a new kind of SAW DDL was developed on
the YZ-LiNbO3 substrate, which is called the reflective array compressor (RAC). In
Williamson’s paper, the basic building blocks of the RAC were studied, especially the
normal incident SAW reflectivity for single grooves; and the design parameters were dis-
cussed such as the groove oblique angle and groove positions; also the proper fabrication
techniques for RACs were introduced (e.g. the depth profile etching method for amplitude
weighting).

In 1974, the first world record time bandwidth product 10 000 RAC filter was devel-
oped by H. M. Gerard and O. W. Otto [11]. In their work, the closed form reflection
loss for the groove array was derived and the depth profile calculation for flat amplitude
weighting of insertion loss was discussed in detail. The pair reverted IDTs (PRTs) were
introduced for the first time for making larger bandwidths than the uniform IDTs.

A year later, single groove reflectivity for the SAW oblique incident on YZ-LiNbO3

was modeled and measured precisely by R. C. M. Li [21] and J. Melngailis [20]. The
empirical reflectivity calculation equation was derived using the experimental fitted pa-
rameters and the energy storage effect was discovered for SAW passing through single
grooves.

Later that year, new material was tried for RAC filters by V. S. Dolat and R. C.
Williamson [40] where Bismuth Germanium Oxide (BGO) was used. As the SAW phase
velocity on BGO (vp ≈ 1681 m/s) is only about one half of the velocity on YZ-LiNbO3,
BGO is very suitable for making very long delay chirp filters. This is because the filter
chip size can be about only half of the chip based on YZ-LiNbO3 with the same de-
lay time. However, the electro-mechanical coupling coefficient for BGO is rather small
(K2

e = 1.4%), so the filter bandwidth can also only be very small. In their work [40],
the designed RAC filter bandwidth is only 2.5 MHz, and yet the dispersion reached up to
125 µs.

The multiple reflection effect of SAW inside the uniform reflective array was origi-
nally researched by Oberdan W. Otto [26] using numerical methods. The uniform groove
array was modeled using small four-port cells where in each cell there is only one groove,
and was modeled by a 2 × 2 S matrix. By cascading all the cells in the whole groove
array, the solution for the whole groove array could be found numerically. By using this
method, several kinds of SAW propagation path were investigated, such as L-path, U-
path and Z-path. It was found that for different groove array arrangements, using U-path
propagation for SAW, the SAW beam profile was influenced the least by the multiple re-
flections. In 1978, this method was extended to the analysis of chirped groove array by
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P. D. Bloch [27]. A special cascading method was introduced to have all the cells reli-
ably cascaded in the chirped groove array. Full simulation of the reflective array could be
derived using this numerical method even when the role of multiple reflections become
non-negligible, resulting in deviations of phase from quadratic dependence on frequency.
The phase deviation could be evaluated using this model for different designed groove
depth.

The nonsynchronous scattering from SAW to BAW was discovered in up chirp RAC
filters by Oberdan W. Otto [10]. This loss item was then measured in his work for their
special filter configurations. The optimized groove depth was derived for including this
new kind of loss item, and the loss mechanism of RAC was finally separated into several
independent items.

For different amplitude weighting techniques:

1. The RAC filter design using constant groove depth was introduced by H. M. Ger-
ard [28]. Instead of using the conventional depth profile weighting, a new kind of
weighting method – aperture weighting was used. The aperture weighting method
avoided the depth profile etching of groove array that is time consuming and expen-
sive. In his paper, the analytic relationship between the reflection loss and groove
aperture was given, acting as the kernal function for this new technique.

2. Then in 1990, the couple grooves position weighting method was proposed by S.
Gopani [50]. It uses the variation of the relative position of each couple of grooves
in the array to modulate the total reflection loss of the reflective array. This method
shares the same advantage with aperture weighting for using the constant groove
depth.

Several other kinds of RAC structure studies soon followed e.g.: the weighted in
line reflective array filter by R. E. Chapman [44]; the slanted reflective array filter using
slanted chirp transducers by B. R. Potter and C. Waterkeyn [41; 42]; and also the metalized
RAC design using open or shorted chirp electrodes for reflectors by Kitano and Godfrey
[45; 46]. The development of metalized RAC mainly focused on the simplification of the
fabrication processes of the conventional RACs. The conventional RACs have two main
processes, one is for IDT evaporation, and the other is for groove ion beam etching. The
two processes need two separate exposures, and they need to be aligned precisely. For
metallized RACs, the processes are reduced to only one evaporation; the extra exposure
and alignment is avoided, which is suitable for mass productions. The downside is that the
electrodes normally have much higher reflectivity for SAW than grooves, so it is difficult
to make very long delay RACs.

Reflective dot array (RDA) was studied by H. Van de Vaart and Frederick Huang [43;
51], they used metalized dots instead of continuous grooves or electrodes. The reflectivity
can be controlled by the density and size of the dots.

A recent paper by Junjie Gong and Paul Hartogh [7] published in 2006 introduced the
magnitude response improvements using extra grooves at groove array ends for suppress-
ing high frequency end magnitude peaks. They also introduced a new phase compensation
method by shifting each single groove in the reflective array by small distances.
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1 Introduction

1.5 A brief summary of the PhD work
A designing program for the reflective array in RAC is developed according to the algo-
rithm which will be described in Chapter 2, it calculates the chirped groove array geome-
tries (i.e. polygon vertex coordinates for all grooves in the layout). The same kind of
program is also developed to generate the uniform or pair reverted interdigital transducer
layout according to the required center frequency and bandwidth.

A loss mechanism model for the RAC type filter has been developed for the simulation
and optimization of RAC performance, based on the existing literature, and a transmis-
sion loss item is included phenomenologically according to our measurement experiences.
This will also be discussed in detail in Chapter 2.

The basic building blocks of the RAC type filter (eg: the optimized uniform IDT or
pair reverted IDT, the single groove and single electrode), are characterized using the
experimental method or published results. Details are presented in Chapter 3.

To avoid using non-standard equipment for the depth profile etching of groove arrays,
another kind of duty cycle weighting method using e-beam lithography was developed for
RACs (see Chapter 4).

The methods for the correction of the phase deviations of RAC response from the
ideal quadratic law were studied experimentally. The dependence between the correcting
Al stripe width and additional phase shift were determined. Although in designed RAC
devices these methods were not used - the phase deviations were acceptable without cor-
rection - in future work, for low loss RAC devices with deep grooves, such a correction
may be necessary. This will be discussed in detail in Chapter 5.

Chirp
Filter

Center
Frequency

Bandwidth Chirp
Delay

Insertion
Loss

Magnitude
Ripple

Phase Er-
ror

I 1 GHz 400 MHz 10 µs 43 dB ±1 dB 19◦(∆ϕrms)
II 1 GHz 400 MHz 20 µs 55 dB ±2 dB 16◦(∆ϕrms)

Table 1.2: Two types of down chirp RAC developed during the PhD.

Finally two types of down chirp RAC filters (BT = 4000 and 8000) with good perfor-
mance were developed and delivered to the MPS. The above table listed the measurement
specifications for these two types of filters. Their measurement results are shown and
discussed in detail in Chapter 6.
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2 Design and modeling of groove
reflective array

2.1 Design of the groove reflective array
To design the reflective array in the RAC means to calculate its geometry, this includes
the position of each groove, the width of each groove and also the aperture of the whole
groove array. In the following we shall discuss the calculation of all those design param-
eters.

2.1.1 Groove pitch and groove oblique angle
Suppose we have two adjacent arbitrary grooves, indexed by n and n+1. The Figure
2.1 shows how the Rayleigh wave is reflected by these two grooves. In Figure 2.1, the
X-axis coincides with the crystalline Z-axis of LiNbO3, and the Y-axis coincides with
the crystalline X-axis of LiNbO3. (In this chapter, the XY coordinate system for layout
always has the above coinciding.) Here the dashed line is the center of the groove n

Figure 2.1: SAW reflection by groove n and n+1, Xn and Xn+1 are their center positions
respectively.

and n+1, which is also the reflection center of each groove for SAW. The blue line is a
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2 Design and modeling of groove reflective array

beam of SAW and the wave front of the SAW is the normal dashed line. As we want the
SAW to be reflected by the grooves by 90 degrees and the adjacent two grooves should
reflect synchronously, two conditions must be satisfied for the groove geometry as shown
in Equation 2.1:

1. The phase shift at distance A (∆ϕA) and distance B (∆ϕB) should be the same.

2. The phase shift at distance A (∆ϕA) and distance B (∆ϕB) should be 2π.

∆ϕA = ∆ϕB = 2π (2.1)

The above conditions in Equation 2.1 can be expressed further by Equation 2.2:

kx ·
Gn

sinα
= ky ·

Gn

cosα
= 2π (2.2)

where kx =
2π f
vpx

and ky =
2π f
vpy

are the SAW wave number on the X and Y direction,
respectively; and vpx = 3488 m/s, vpy = 3717 m/s are the SAW phase velocity on the X
and Y direction respectively; Gn is the normal distance between groove n and n+1; α is
the oblique angle of groove referenced to the X direction in Figure 2.1. From Equation
2.2, the value of α for YZ-LiNbO3 should be:

α = arctan(
vpy

vpx
) = arctan(

3717
3488

) ≈ 46.82◦ (2.3)

Then the groove center distance in the X direction between groove n and n+1 can be
derived:

Pn = Xn+1 − Xn =
Gn

sinα
=

vpx

fn
= λx( fn) (2.4)

From Equation 2.4 we can see that the groove pitch is equal to the local SAW wavelength.

2.1.2 Groove position
The RAC groove position calculation equation was first given in [5]. In the following
text, a brief description is given according to [5] showing how the position calculation is
derived.

Let us consider a down chirp filter, the linear delay-frequency relationship (see Figure
2.2) can be expressed with Equation 2.5 (µ is the constant chirp slope). f1 and t1 denote
the high frequency band edge and its related delay. fn is an arbitrary frequency in the filter
bandwidth, and tn represents its related delay time.

fn = f1 − µ · (tn − t1) (2.5)

As the phase of the filter is the integration of the angular frequency over the filter delay,
the phase formula can be derived from Equation 2.5 quadratically into:

∆ϕ(tn − t1) = 2π
∫ tn

t1
f · dt = 2π[ f1(tn − t1) −

1
2
µ(tn − t1)2] (2.6)
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2.1 Design of the groove reflective array

Figure 2.2: The linear delay-frequency relation for down chirp filter.

From Equation 2.4 it is possible to see that for one time reflection, the phase shift between
two adjacent grooves is 2π. So for two reflections in the ‘U’ path, the total phase shift
between the symmetrical adjacent two groove pairs will be 4π:

∆ϕ(tn − tn−1) = 4π (2.7)

Thus, the total phase shift from an arbitrary groove pair n to the first groove pair indexed
by 1, can be derived from Equation 2.7 by recursion:

∆ϕ(tn − t1) = 4(n − 1)π (2.8)

If we substitue Equation 2.8 into Equation 2.6, we could obtain a quadratic equation with
(tn − t1) as unknown:

2π[ f1(tn − t1) −
1
2
µ(tn − t1)2] = 4(n − 1)π (2.9)

Because LiNbO3 is a nondispersive material, the groove position difference (Xn−X1) (the
groove positions Xn is as shown in Figure 2.3) and the delay time difference (tn − t1) have
the following linear dependency as shown in Equation 2.10; vpx is the SAW phase velocity
in the X direction:

tn − t1 =
2(Xn − X1)

vpx
(2.10)

By combining Equation 2.9 and Equation 2.10, we could solve for two positive roots for
the groove positions:

Xn − X1 = vpx ·


f1 ∓

√
f 2
1 − 4µ(n − 1)

2µ

 (2.11)
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2 Design and modeling of groove reflective array

Figure 2.3: Groove positions in the RAC layout [13].

For the device design, the smaller root which is with a physical meaning is chosen for the
position calculation as Equation 2.12 (the other root is not physical, for n=1 the result is
senseless):

Xn = vpx ·


f1 −

√
f 2
1 − 4µ(n − 1)

2µ

 + X1 (2.12)

f1 = fc + B
2 is the high frequency band edge for the down chirp filter, µ = B

T is the chirp
slope constant and X1 is the first groove position (it is dependent on where we would
put the groove array in our layout system). If we substitute the filter specification and
material constants [ B, T , fc, vpx ] into Equation 2.12, each groove center position Xn can
be calculated. The total number of grooves in one symmetrical array can be determined
by Equation 2.13:

Ng = fc ·
T
2

+ 1 (2.13)

We can see from Equation 2.2 that for each period of the impulse response of the chirp
filter, one groove is needed for reflection, so the total number of grooves in the whole
array is equal to the number of periods in the impulse response. For a linear chirp signal
as shown in Figure 2.2, the total number of periods can be found 2 · Ng using Equation
2.13.

2.2 First order impulse response model for reflective ar-
ray

If the single groove reflectivity Γg is small enough (W/λ ·Γg << 1, here W/λ is the groove
array aperture divided by the SAW wavelength), we can ignore multiple reflections inside
the array. The transfer function of the designed groove array can then be simulated using
a first order impulse response model [17]. The principle of the impulse response model
for the reflective array is shown in Figure 2.4. One reflection from one arbitrary pair
of grooves (groove m and groove n) can be simulated using a single delta pulse using
Anm · δ(t − tnm) in the time domain. Then for the whole array, the total impulse response
in time domain (Equation 2.14) can be as shown in Figure 2.5.
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2.2 First order impulse response model for reflective array

Figure 2.4: Reflection from one pair of arbitrary grooves (groove m and n) [13]. Here
S FT is the two IDTs shifted distance in X direction, Xn and Xm are the two grooves’
center position; d is the distance between the centers of the symetrical two groove array
in Y direction and wmn is the geometrical overlap of groove m and groove n.

Figure 2.5: Impulse response simulation of the groove array, Anm is the amplitude of the
single pulse (every two reflections), and tnm is the corresponding delay time of it.

h(t) =

Ng∑
n=1

Ng∑
m=1

Anm · δ(t − tnm) (2.14)

For this linear system the transfer function of the groove array can be derived using a
Fourier transformation of its impulse response.

H( f ) = F [h(t)] =

Ng∑
n=1

Ng∑
m=1

Anm · e− jωtnm (2.15)

Here Anm is the amplitude of every reflection pulse, and tnm is the corresponding delay of
the reflection.
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2 Design and modeling of groove reflective array

Anm can be simulated using Equation 2.16 as shown in Figure 2.4:

Anm = Γgn · Γgm · wmn · PL(tnm) ·
n+m−2∏

i=1

ηi (2.16)

Γgm and Γgn are the reflectivities of groove m and n in the upper and lower array, respec-
tively; wmn = 1 −

∣∣∣∣Xn−Xm
Wpro j

∣∣∣∣ is the geometrical overlap of groove m and groove n, where
Wpro j = W

tgα is the projection of aperture W in the SAW propagation direction, α ≈ 46.82◦

is the oblique angle of the groove reference to the SAW propagation direction; PL(tnm) is
the pulse free surface propagation loss; and ηi =

√
1 − Γ2

gi is the single groove transmis-
sion coefficient. As for the down chirp filter, we assume there is no bulk wave scattering
for the shallow grooves. However, for the up chirp filter, there will be nonsynchronous
bulk wave scattering that should be taken into account in the transmission coefficient [9].

The delay of each single pulse can be simulated using Equation 2.17 as shown in
Figure 2.6:

tnm =
Xn + Xm + S FT

vpx
+

d
vpy

(2.17)

Xn and Xm in Equation 2.17 are the groove m and n center positions; S FT is the shift dis-

Figure 2.6: Propagation path of a pulse generated by two arbitrary groove reflections.
Here S FT is the two IDTs shifted distance in X direction, Xn and Xm are the two grooves’
center position; d is the distance between the centers of the symetrical two groove array
in Y direction and wmn is the geometrical overlap of groove m and groove n.

tance between two IDTs in the SAW propagation direction for electromagnetic feedthrough
suppression; vpx = 3488 m/s and vpy = 3717 m/s are the SAW phase velocities in the Z
and X direction, respectively, on YZ-LiNbO3; and d is the distance between the upper and
lower groove array centers as shown in Figure 2.4.

For this double summing impulse response model, the main disadvantage is that the
required calculation time is much too long, as N2

g complex adding is needed to evaluate
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2.3 The reflection loss for reflective array

each frequency point, and here Ng = fc ·T/2. Therefore, though it can be used to precisely
calculate the response of the reflective array when single groove reflectivity is small, it can
hardly be used for optimizations as the calculation time is too long and not acceptable.
A simpler closed form approximation for this double summing calculation is needed to
evaluate the reflective array loss in a faster way [11], which will be discussed in the next
section.

In addition, this is just a first order model, it simply sums up all the one groove pair
reflection pulses. When the single groove reflectivity is high, the total reflection coeffi-
cient of the whole array can saturate, then the multiple reflection inside the groove array
will play an important role. Hence, the reflective array can not be accurately simulated
using this first order impulse response model. For taking multiple reflections into account
in the simulation, other numerical models are available as proposed by Otto et al [26].

2.3 The reflection loss for reflective array
The most commonly used approximation for the double summing impulse response model
is the stationary phase approximation [16] [17].

The reflection phase of the inner summing part in the impulse response model as
a function of the groove number n (see Equation 2.18) at 1 GHz center frequency is
calculated and shown in Figure 2.7 the black curve; we can see that it has a stationary
section (slowly varying).

∆φ(n) = ∠

 Ng∑
m=1

Anm · e− jωtnm

 n = 1 .. Ng (2.18)

Γ(i) =

∣∣∣∣∣∣∣
i∑

n=1

Ng∑
m=1

Anm · e− jωtnm

∣∣∣∣∣∣∣ i = 1 .. Ng (2.19)

For the total reflectivity of the whole groove array at a certain frequency, it is mainly
contributed to by the grooves which have the stationary reflection phase at this frequency;
for the grooves which have the fast varying reflection phase, the outer summing will
let them cancel each other. From the red curve in Figure 2.7 which shows the transfer
function magnitude increment as a function of the index n of the outer summing Equation
2.19, we can see that, at the phase fast varying area the groove array’s reflectivity do not
change very much; the main increment area of the reflectivity coincides with the stationary
phase section.

If we plot the transfer function of the groove array in a Cornu-Spiral as shown in
Figure 2.8, we can see that the fast varying phase section mainly cause the vector summing
of the transfer function to circle at the beginning and the end of the curve; the stationary
phase section actually carry the transfer function from its original value (0, 0) to its final
value.

Thus using the stationary phase approximation, the number of the grooves that are
reflecting SAW in phase can be approximated as follows using Ne f f ( f ) [12]:

Ne f f ( f ) =
f · T

2
√

B · T
(2.20)
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Figure 2.7: The black curve shows the reflection phase of the inner summing part as
a function of the outer summing index n for fc = 1GHz, BT = 4000 reflective array
(see Equation 2.18). The red curve shows the groove array transfer function magnitude
increment as a function of the outer summing index n, for fc = 1GHz, BT = 4000 reflective
array (see Equation 2.19).

The reflection loss of the whole groove array can then be calculated according to the
stationary phase approximation (SPA) [17], which says that the total reflectivity R( f ) of
the groove array is mainly contributed to by the group of grooves which are reflecting the
Rayleigh wave synchronously:

R( f ) = (Γg( f ) · Ne f f ( f ))2
·Geom(

W
La · tanα

) (2.21)

where Geom( W
La·tanα ) is the geometrical factor which is only related to the groove array

aperture W, and is frequency independent. This factor describes the dependency of the
groove array’s total reflectivity on its geometry - the aperture W. This factor Geom() can
be calculated numerically from the complete double summing impulse response model,
it is shown in Figure 2.9. In the work by Gerard et al [28], this curve is fitted to a closed
form expression as Equation 2.22. The numerical calculated geometrical factor and the
closed form approximation are compared in Figure 2.9.

Geom(
W

La · tanα
) ≈

W
La·tanα[

1 + ( W
La·tanα·1.85 )5

]0.2 (2.22)

In Equation 2.21 and Figure 2.9, La is the active reflecting length of the groove array at a
certain frequency, which is the length of the group of grooves that are reflecting the SAW
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Figure 2.8: Cornu-Spiral of the impulse response model simulated groove array transfer
function VS the outer summing groove index n in Equation 2.15, the red dashed curve
shows the final vector for the transfer function. The groove array is of fc = 1GHz and BT
= 4000.

in phase [11].

La = Ne f f ( f ) · λ =
vpx · T

2 ·
√

B · T
=

L
√

B · T
(2.23)

In Equation 2.23 L is the total length of the groove array. We can see that the La of groove
array is independent of frequency. It is a constant when the value of B,T for a specific
filter is fixed.

From the curve in Figure 2.9, we can see that for W < 2 · La, Geom() increases
almost linearly with the aperture W, but when W > 2 · La, Geom() is going to saturate
gradually. So for maximum efficiency (maximum reflectivity of the groove array), we
choose W = 2 · La, where Geom(2) ≈ 1.75 is about to saturate.

2.4 Other loss items of a RAC
With the reflection loss of the RAC derived, the total insertion loss of the RAC can then
be considered to be composed of several separate parts according to [9] as follows (all the
loss items are frequency dependent and given in dB):

IL( f ) = R( f ) + IDT ( f ) + Prop( f ) + Tran( f ) (2.24)
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Figure 2.9: Geometrical factor of groove array: black curve is numerically calculated
from the impulse response model, the red curve is the closed form approximation of the
black curve.

R( f ) represents the groove array reflection loss as described in the last section, IDT ( f ) is
the transducer transduction loss, Prop( f ) is the SAW propagation loss on the YZ-LiNbO3

free surface (with air loading), and Tran( f ) is the loss due to the transmissions through
grooves from the beginning of the array to the in phase reflecting section for a certain
frequency.

2.4.1 Propagation loss
According to A. J. Slobidnik [15], the propagation loss (dB/µs) of Rayleigh wave on
YZ-LiNbO3 free surface is proportional to f 1.9 plus a linear term which describes the air
loading effect ( f is in the unit of GHz):

Att( f ) = 0.19 f + 0.88 f 1.9 (2.25)

For the down chirp filter, the propagation delay of the SAW at a certain frequency can be
found according to Equation 2.5. Thus, by combining Equation 2.25 and Equation 2.5,
the RAC total propagation loss (in dB) can be calculated as follows:

Prop( f ) = −Att( f ) · [t1 + ( f1 − f ) · T/B] (2.26)

t1 stands for the initial delay time of the device, and f1 = fc+B/2 is the high end frequency
of the bandwidth. For the designed fc = 1 GHz, B = 400 MHz, T = 10 µs down chirp
filter, the propagation loss simulation is shown in Figure 2.10.
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2.4 Other loss items of a RAC

Figure 2.10: Propagation loss simulation for fc = 1 GHz, B = 400 MHz and T = 10 µs
down chirp RAC filter.

From Equation 2.26, we can see that this loss item is only dependent on the signal
frequency f and its corresponding delay time t which is related to the groove positions.
To reduce this material dependent intrinsic loss item, one method can be applying vacuum
above the substrate surface to remove the air loading loss part, another method can be
reducing the temperature of the substrate to have weaker SAW phonon thermal scattering
by the crystal lattice.

2.4.2 Transmission loss
As the SAW is propagating through the whole grating until it arrives at the synchronously
reflecting zone for a given frequency, the transmission for the SAW going through grooves
in the path will also give contributions to the loss. We could estimate this proportion
of loss (in dB) phenomenon logically using the following formula (simply multiply the
grooves’ transmission coefficients):

Tran( f ) ≈
n f−Ne f f ( f )/2∑

n=1

[20 · lg(1 − Γ2
gn( f ))] (2.27)

Here n f is the local groove index at frequency f , and Ne f f ( f ) is the effective number of
in phase reflecting grooves at frequency f as in Equation 2.20, Γgn( f ) is the frequency
dependent amplitude reflectivity of a single groove indexed by n for SAW oblique inci-
dence. Due to the energy conservation law, the single groove’s transmission coefficient
ηn( f ) as Equation 2.28 is used.

ηgn( f ) =

√
1 − Γ2

gn( f ) (2.28)

The simulation of this loss item for the designed fc = 1 GHz, B = 400 MHz, T = 10 µs
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2 Design and modeling of groove reflective array

down chirp filter is shown in Figure 2.11. For this filter, the groove array has a constant
groove depth h = 50 nm, and no weighting technique is used.

Figure 2.11: Transmission loss simulation for fc = 1 GHz, B = 400 MHz and T = 10 µs
down chirp RAC filter.

For down chirp filters, the grooves in the ‘U’ path which are with a period less than
the SAW wavelength propagating through, do not scatter bulk waves from the SAW. Thus,
the bulk wave scattering coefficients are not taken into account here in the transmission
coefficient. However, from the experiments for up chirp filters, Otto el al [9; 10] have
found that nonsynchronous scattering from the SAW to the BAW happens when the SAW
propagates through grooves with a period larger than the wavelength of the SAW. So for
up chirp filters, the transmission coefficient of a single groove should be described as
follows:

η( f ) =

√
1 − Γ2

g( f ) − sc2
g( f ) (2.29)

where scg( f ) is the frequency dependent bulk wave scattering coefficient for the SAW
travelling though a single groove, it was determined using experimental method [9; 10].

2.5 Experimental results compared to the first order sim-
ulations

Using the first order impulse response model and stationary phase approximation as de-
scribed above, it is possible to simulate the reflective array loss of the RAC. The IDT
transduction loss however must be measured experimentally. In order to evaluate the
feasibility of the modeling of the reflective array discussed before, we made some com-
parisons of the model simulations with the experiments for two types of early developed
nonweighted RAC filters.

Figure 2.12 shows the comparison of the simulated and measured BT = 4000 RAC in-
sertion loss curves: the black curve shows the measured IDT loss plus the stationary phase
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approximation (SPA) for the reflective array loss (using Equation 2.24); the red curve is
the measured IDT loss plus the impulse response model (IMP) (using Equation 2.15) sim-
ulated reflective array loss; finally the blue curve shows the experimental-measured RAC
insertion loss. Here, the RAC is of B = 400 MHz, T = 10 µs and fc = 1 GHz. It is
designed with an uniform groove depth of h = 23 nm, a W = 780 µm uniform aperture,
and 50% uniform groove duty cycles. Here the duty cycle of the groove is defined as w

p ,
w is the groove width and p is the groove period (in the following chapters the terms duty
cycle of groove are all defined like this). As we can see in Figure 2.12, the measured
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Figure 2.12: Comparison between the impulse response model (Equation 2.15), the sta-
tionary phase approximation (Equation 2.24) and the experiment for insertion loss curve
of B = 400 MHz, T = 10 µs and fc = 1 GHz down chirp RAC (h = 23 nm, W = 780 µm).
IDTmeas: measured idt transduction loss. SPA: stationary phase approximation of reflec-
tive array loss. IMP: impulse response model-simulated reflective array loss.

blue curve has slightly larger bandwidth than the simulation results. This is because in
the fabricated RAC, the groove array is in the rectangular shape (the yellow area plus the
blue area as shown in Figure 2.13), so compared with the parallelogram shape groove
array (the yellow area as shown in Figure 2.13) used in the SPA and IMP simulations,
there are two triangle areas with extra grooves at the beginning and end of the parallel-
ogram shape groove array (the blue area as shown in Figure 2.13). These extra grooves
contribute the slight larger bandwidth than 400 MHz. They also eliminate the magnitude
peaks at the beginning and end of the bandwidth. As we can see, the green line in Figure
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2 Design and modeling of groove reflective array

Figure 2.13: Comparison between the geometry of the rectangular shape groove array and
the parallelogram shape groove array.

2.12 has peaks at the beginning and also the end of the bandwidth. This is because the
impulse response model (IMP) used here only simulates the parallelogram shape groove
array. The extra grooves at both ends of the array have not been taken into account, but in
the experiment we have them. The functionality of the extra grooves at both ends of the
groove array for eliminating the peaks at the beginning and end of the bandwidth of filter
will be explained in detail in the next chapter.

Another comparison for the nonweighted BT = 8000 RAC’s (B = 400 MHz, T = 20 µs
fc = 1 GHz) simulated and measured insertion loss curve is shown in Figure 2.14. The
red curve represents the measured IDT loss plus the stationary phase approximation for
the groove array (using Equation 2.24); the blue curve is the measured RAC loss curve
and the green curve is the feedthrough time gated result from the blue one. From the
comparison between the blue and green curve, we could see that, after the feedthrough
time gating the high magnitude ripples in the whole passband is reduced, especially in the
low frequency area. The high amplitude ripples at the low frequencies of the measurement
result are mainly due to the fact that the magnitude there is quite low and very close to
the out of bandwidth feedthrough level, the feedthrough noise contributes very much to
the ripples. So the magnitude for the filter at the low frequencies need to be increased.
Otherwise the feedthrough will introduce high level of magnitude ripples to the high loss
low frequencies.

From these simulations and experiments shown in Figure 2.12 and Figure 2.14, we
can also see that for the uniform depth and duty cycle groove array design, there are big
magnitude nonuniformity in the 400 MHz wide bandwidth (about 15 dB in Figure 2.12
and 20 dB in Figure 2.14). Because the passband flatness is important to the frequency
resolution of the CTS (the reason will be explained in the first section of Chapter 4),
certain amplitude weighting technique will be needed for correcting this nonuniformity,
this kind of technique will be discussed in detail in Chapter 4.
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2.5 Experimental results compared to the first order simulations
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Figure 2.14: Comparison between the stationary phase approximation and the experiment
for the insertion loss of B = 400 MHz, T = 20 µs, fc = 1 GHz down chirp RAC (h =

15 nm, W = 1100 µm). IDTmeas: measured idt transduction loss. SPA: stationary phase
approximation of the reflection loss of the reflective array.
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3 Building blocks of RAC devices

3.1 RAC layout

Figure 3.1: Layout of the RAC with B = 400 MHz, T = 10 µs and fc = 1 GHz, the X-axis
coincides with crystalline Z-axis of LiNbO3, and Y-axis coincides with crystalline X-axis
of LiNbO3 (In this chapter, the XY coordinate system for layout always have the aboving
coinciding).

Figure 3.1 shows the RAC layout designed with B = 400 MHz, T = 10 µs and fc =

1 GHz. The connected square areas at the four corners of the chip are made of 60 nm AuPd
film and are used as markers for the e-beam lithography. Because during the fabrication
of the RAC filters, two processing steps are needed: one is the evaporation of the Al
interdigital transducers; the other is the ion-beam etching of the reflective groove array
(colourful area). These two processes need two separate exposures, and they need to be
aligned precisely. Otherwise the SAW generated by the interdigital transducer can not be
reflected correctly by the groove array. Those markers were used by the e-beam machine
as a coordinate system for both exposures of the IDT and the groove array.

In order to suppress the feedthrough between the two IDTs, which will generate mag-
nitude ripples in the filter passband, the input IDT was shifted 6 mm in X direction away
from the output IDT. With this geometry on the self-focusing cut YZ-LiNbO3, the diffrac-
tion of SAW is very small. Additional shielding pads are added to isolate the input and
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3 Building blocks of RAC devices

output IDTs to further enhance the feedthrough suppression. These shielding pads are
connected to the holder case. The distance between the symmetrical upper and lower
groove arrays in Y direction is increased to 3 mm. This will lead to about 1 dB more
propagation loss for the SAW, but more feedthrough suppression is obtained.

The chip serie number and etching depth measurement pattern are on the lower left
corner of the chip. This depth measurement pattern is a 3×3 squares array, each square is
with the dimension of 100 µm ×100 µm. Because the profiler for measuring the profile of
the substrate surface has a needle tip size of 12.5 µm in diameter, which is not possible to
measure the groove depth directly, as the grooves are only several microns wide. Because
the Ar ion beam etching is a physical bombardment etching, the etching rate will not de-
pend on the pattern (this is varified with the atom force microscope (ATM) by comparing
the depth of the small grooves and the big patterns). The big measurement pattern was
exposed together with the grooves, and it is etched together with the grooves for the same
depth, and then these big squares can be easily measured using the profiler.

The chip size is 44 mm × 8.7 mm for the 10 µs dispersive delay RAC.

3.2 Optimized interdigital transducer (IDT)
The interdigital transducer used at the beginning of this work is uniform IDT, the geome-
try is shown in Figure 3.2. For achieving -3 dB fractional bandwidth of 40%, the number
of IDT’s fingers must be very small, N f = 2

40%−3 dB
= 5 [13].

Figure 3.2: The geometry of the uniform IDT, red is hot and blue is ground.

The electrical period pe of the IDT is chosen to be equal to the SAW wavelength at the
center frequency: pe =

vpx

fc
. So at center frequency fc the SAW exited by each finger pairs

in the IDT will be all in phase. The mark to pitch value 2a/pe in each electrical period is
uniformly 50%, here a is the finger width.

The aperture of the IDT used here is W = 2·La, the geometrical factor for the reflective
array is Geom(2) ≈ 1.75. For the geometrical factor this aperture is the turning point for
the curve to go saturate as shown in Figure 2.9. It can garantee that the reflective array
have a good efficiency (Geom() is large enough), and meanwhile it is not too large and
will not distort the groove array’s transfer function and bring extra phase errors [11]. Here
La is the active length of the groove array for SAW reflection in Equation 2.23.

Then, in order to make the bandwidth wider, we changed to one pair reverted IDT with
eight electrodes [11], the geometry is shown in Figure 3.3. The extra pair with reverted
polarization serves to add a negative side lobe in the impulse response of IDT in the time
domain as shown in Figure 3.4. By doing this, the -3 dB fractional bandwidth of the IDT
can reach up to about 50% as shown in Figure 3.5.
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3.2 Optimized interdigital transducer (IDT)

Figure 3.3: Geometry of the pair reverted IDT, red is hot and blue is ground.
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Figure 3.4: The measured impulse response comparison between the uniform IDT and
the pair reverted IDT in time domain: red curve is the single transit main pulse for the
uniform IDT with aperture W = 780 µm (the geometry is shown in Figure 3.2, D = 6100
µm); blue curve is the single transit main pulse for pair reverted IDT with aperture W =

780 µm (IDT geometry is shown in Figure 3.3, D = 6100 µm).

The ohmic loss of the IDT is mainly determined by its metal thickness. The Al finger
resistance can be approximated as follows. For a single square area on the finger, the
resistance is measured to be: Rsquare = 0.04

h(µm) (Ω) [64] (here h is the Al film thickness in
microns); for one finger, the total resistance is one third of the series of Rsquare, R f inger =
1
3RsquareNsquare (Ω) (here Nsquare is the number of square areas in a finger); then the whole
IDT resistance is the parallel of all the finger pairs (2 · R f inger), Rohmic = 2

Npairs
R f inger (Ω).

Using the above approximation, the static finger resistance can be derived according to
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Figure 3.5: The bandwidth comparison between the uniform IDT and pair reverted IDT
in frequency domain: red curve is the measured magnitude of uniform IDT with aperture
W = 780 µm (geometry is shown in Figure 3.2); green curve is the performance for only
the single transit main pulse (the other pulses are time gated); blue curve is the measured
magnitude of pair reverted IDT with aperture W = 780 µm (geometry is shown in Figure
3.3); also grey curve is the performance for the single transit main pulse.

the metal thickness h as shown in Equation 3.1 (in Ω).

Rohmic =
2
3

Rsquare · (
W
λ

)
4

Npairs
(3.1)

For the IDT series acoustic resistance, it can be approximated using Equation 3.2 (in Ω),
which is independent of the IDT finger pairs Npairs [79]:

Rs =
∆v
v
·

G̃
2πv · W

λ
(ε0 + εp)

(3.2)

In Equation 3.2, ∆v = v − vm, v is SAW phase velocity on free surface and vm is SAW
phase velocity on shorted surface, for YZ-LiNbO3, we have ∆v

v = 2.4%. W
λ

is IDT aperture
divided by SAW wave length. G̃ = 2.871 is for two fingers per period uniform IDTs. For
YZ-LiNbO3, (ε0 + εp) ≈ 47 · ε0 ≈ 4.16 · 10−10 F/m [13].

The overall IDT resistance is a series of Rs and Rohmic. The input power dissipated
on Rs will generate SAW, and power dissipated on Rohmic will turn to heat. To choose the
optimized thickness of the deposited Al, we can make Rohmic < Rs, or the ohmic loss of
the IDT will be high and, hence, increase the IDT pair transduction loss.
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3.2 Optimized interdigital transducer (IDT)

Figure 3.6: Scanning Electron Microscope (SEM) image for one pair reverted transducer
(PRT) with 200 nm thick Al film of 1 GHz center frequency on YZ-LiNbO3.

For our applications, we use 200 nm Al film for the IDTs. Hence, when the aperture
of the IDT W = 550 µm, Rs ≈ 47.8 Ω, and the ohmic resistance is Rohmic ≈ 33.6 Ω. We
can see that using this thickness the ohmic resistance of the IDT Rohmic is reasonably small
compared to its acoustic resistance Rs. If we use only 100 nm Al film for the IDTs, then
the Rohmic is about 67.2 Ω, and the Rs is still about 47.8 Ω, then we will have Rohmic > Rs.
In this case, the transduction loss of the IDT will be increased a lot.

3.2.1 FEM/BEM simulation of the IDT performance
We discussed the simulation of the reflective array’s transfer function in last chapter, how-
ever, we still need to evaluate the performance of the transducer to have a complete sim-
ulation of the whole RAC device. For the characterization of the transducer, firstly a
FEM/BEM software is used to simulate the IDT performance. Using the FEM/BEM tool
it is possible to have a fast simulation of the transducer design before the real device is
fabricated.

In the 1990s, SAW device analysis were based mainly on models only approximat-
ing the device physics (i.e. phenomenological models), e.g. the impulse response model,
the equivalent circuit model and the coupling of modes model. Basically these models
adopt similar concepts from other areas, e.g. circuit analysis for equivalent circuit mod-
els. These models can only provide a fast but approximated analysis, as they does not
precisely describe the physics of the device. Also, these models needs external frequency
dependent parameters extracted from experiments or another more rigorous analysis to
make a precise simulation [18].

Generalized Green’s function is the rigorous analysis method for wave propagation
in homogeneous semi-infinite material, because it describes the physics precisely. Based
on the generalized Green’s function (using the Boundary Element Method (BEM)), it is
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3 Building blocks of RAC devices

possible to simulate the acoustic wave excitations by the stress and charges on the surface
of homogeneous semi-infinite piezoelectric material [52]. The Finite Element Method
(FEM) can be used to solve the electrode’s mass loading effect, which allows us to get
the relationship between displacement and stress on the interface of the electrodes and the
substrate [53; 55; 54].

Combining the FEM and BEM, the solution of the system’s set of linear equations can
be found. Using this method it is possible to rigorously simulate the performance of finite
SAW devices, e.g. to precisely evaluate the insertion loss etc. It can take into account the
short structure’s end effect, and thus the loss due to bulk wave scattering [19].

So before the fabrication of the real device, we used the FEM/BEM software (sim-
ulation supplied by Dr. Victor Plessky from GVR Trade) to simulate the performance,
electrical Y parameters of the device are obtained (Y11,Y12,Y21,Y22). We simulated the
uniform IDT delay line, the layout is shown in Figure 3.2, the aperture of the IDT is W =

780 µm, the separation of the two IDTs is D = 6100 µm, and the IDT are designed with
1 GHz center frequency. In the following we shall compare the simulated result with the
measurement result.

(a) FEM/BEM simulated S 11 parameter. (b) FEM/BEM simulated S 22 parameter.

Figure 3.7: FEM/BEM simulated S 11 and S 22 parameters in the Smith chart for uniform
IDT with center frequency fc = 1 GHz, five electrodes and aperture W = 780 µm. The
influence of the package parasitics and the matching network are not taken into account.

Figure 3.7 shows the FEM/BEM simulated S 11 and S 22 parameters. Figure 3.8 shows
the corresponding measurement results. Due to the influence of the package and contact
pads’ parasitics and the matching network in the measurement setup, the impedance is
with big difference. The equivalent circuit of the package parasitics and also the matching
network will be discussed in detail in Section 3.5.

From the comparison of the delay line’s insertion loss in Figure 3.9, we can see that the
FEM/BEM has very high precision in predicting insertion loss, the differences between
the simulation and the experimental results should be due to the fabrication imperfections
such as the electrode shape being not perfectly rectangular, and also the real life pack-
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3.2 Optimized interdigital transducer (IDT)

(a) Measured S 11 parameter. (b) Measured S 22 parameter.

Figure 3.8: Measured S 11 and S 22 parameters in the Smith chart of the uniform IDT with
center frequency fc = 1 GHz, five electrodes and aperture W = 780 µm. The package
parasitics and the matching network are included in the measurement.
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Figure 3.9: Comparison of the delay line’s insertion loss between FEM/BEM simulation
and experimental result for aperture W = 780 µm five electrodes 1 GHz center frequency
uniform IDT on YZ-LiNbO3, the IDT geometry is as shown in Figure 3.2, D = 6100 µm.
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3 Building blocks of RAC devices

age parasitics and the matching networks which were not taken into account (due to the
impedance difference as shown in Figure 3.7 and Figure 3.8).
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Figure 3.10: The measured impulse response of aperture W = 780 µm, five electrodes, 1
GHz center frequency uniform IDT delay line on YZ-LiNbO3. The IDT’s geometry is as
shown in Figure 3.2, the distance between the two IDTs is: D = 6100 µm.

From the comparison of Figure 3.10 and Figure 3.11, we can see the difference of the
impulse response of the delay line in the time domain between the measurement result
and the FEM/BEM simulation. In Figure 3.10, there is a pulse M0 at 0 µs which is the
electromagnetic feedthrough and the magnitude is -16.7 dB; correspondingly there is a
pulse F0 in Figure 3.11 which is with -18 dB magnitude. For the single transit main pulse
M1 and F1 in both figures, we can see that they fits very well with each other on delay time
and also magnitude. Pulse M2 and M3 in the measurement are reflections from the left and
right chip edges; in the FEM/BEM simulation, as the substrate surface is assumed to be
infinitely large, so these two pulses do not exist. Pulse M5 in the measurement is the triple
transit echo, it is very well simulated in the FEM/BEM calculation by pulse F3. Pulse F2
in Figure 3.11 is caused by the double transit SAW which is exited by the feedthrough
between the input port and output port. In the measurement, this F2 disappeared, as
shielding was used between the input and output IDTs, the pulse magnitude is, therefore,
suppressed to a very small level. Pulse M4 in Figure 3.10 is caused by double reflections
from both the left and right chip edges; and for the same reason like pulse M2 and M3, it
is not simulated in Figure 3.11. The propagation path of all these pulses are illustrated in
Figure 3.12.
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Figure 3.11: The FEM/BEM simulated impulse response of aperture W = 780 µm, five
electrodes, 1 GHz center frequency uniform IDT delay line on YZ-LiNbO3, the IDT’s
geometry is as shown in Figure 3.2, the distance between the two IDTs is D = 6100 µm.

The comparison of the delay line’s frequency dependent phase and delay between the
FEM/BEM and the measurement is shown in Figure 3.13. We can see that the simulation
fits the experiment very well.

From the above comparison we can see that, as the FEM/BEM simulation describes
the physics in the SAW devices precisely, it has very high accuracy in predicting the
performance of the device.

3.2.2 Simple delay line measurement and IDT loss characterization
In order to evaluate the IDT transduction more precisely including the influence of fabri-
cation imperfections, package parasitics and matching networks, simple delay lines were
fabricated and measured using a vector network analyzer (VNA). The layout of the IDT
is shown in Figure 3.14. The distance D1 (from the center of the input IDT to the left chip
edge), D2 (from the center of the input IDT to the center of the output IDT) and D3 (from
the center of the output IDT to the right chip edge) in the layout and their corresponding
delay time τ1, τ2 and τ3 are listed in Table 3.1 (they are calculated according to the free
surface SAW phase velocity vp = 3488 m/s [13]).

This layout is created to fit the holder which is designed as shown in Appendix F from
Figure F.1 to Figure F.3, especially for T = 10 µs RACs. So when the measurement is

37



3 Building blocks of RAC devices

Figure 3.12: Propagation path of pulses in Figure 3.10 and Figure 3.11. Dashed line
represent electromagnetic feedthrough, solid line represent SAW propagation.

performed, the influence of the matching network and also package parasitics are all taken
into account. The measured pair reverted transducer performance using this layout will
be, therefore, almost the same as the transducer in the RAC.

length delay
D1 2800 µm τ1=803 ns
D2 6100 µm τ2=1749 ns
D3 2100 µm τ3=602 ns

Table 3.1: Distance of D1, D2, D3 in Figure 3.14 and corresponding delay

The measured S 11 and S 22 parameters of the delay line are shown in Figure 3.15a
and Figure 3.15b in the Smith chart. The influence of the package parasitics and also the
matching network are included in the measurement.

The frequency dependent phase and delay time of the PRT delay line which is cal-
culated from the measured S 21 parameter are shown in Figure 3.16 and Figure 3.17, re-
spectively. As shown in Figure 3.3 we put the two pair reverted IDTs in the delay line
symetrically, then the dispersion generated by the reverted finger pair in the input IDT
will compensate the dispersion generated by the pair in the output IDT. Thus, a linear
phase as shown in Figure 3.16 like for the uniform IDT delay line is obtained. With-
out dispersion, the delay time is about a constant, the averaged value is approximately

6.1 mm
3.488 mm/µs ≈ 1.75 µs as shown in Figure 3.17. Using this symetrical arrangment of the
PRT in the RAC, the quadratic phase required for the RAC will not be influenced by the
phase of the transducer. It is, therefore, only determined by the design of the reflective
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Figure 3.13: Comparison of the delay line’s phase and delay between FEM/BEM simula-
tion and measurement for aperture W = 780 µm, five electrodes, 1GHz center frequency
uniform IDT on YZ-LiNbO3, the IDT geometry is as shown in Figure 3.2, the distance D
between two IDTs is 6100 µm.

Figure 3.14: Delay line layout for the aperture W = 780 µm, eight electrodes pair reverted
transducer (PRT) of 1 GHz center frequency.
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(a) Measured S 11 parameter. (b) Measured S 22 parameter.

Figure 3.15: Measured S 11 and S 22 parameters in the Smith chart of the pair reverted
transducer with center frequency fc = 1 GHz, eight electrodes and aperture W = 780 µm.

array.

Figure 3.16: Measured phase of the PRT delay line with center frequency fc = 1 GHz,
eight electrodes and aperture W = 780 µm, the geometry is as shown in Figure 3.3 with D
= 6100 µm.

The measured S 21 parameter magnitude in frequency domain and its inverse Fourier
transform in time domain are shown in Figure 3.18 and Figure 3.19, respectively. From
Figure 3.19 we can see that there are five major pulses P0, P1, P2, P3 and P4 in the
impulse response of the delay line in the time domain. Their respective delay time can
be read from Figure 3.19 as listed in Table 3.2. From the relationship between P0 to P4’s
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3.2 Optimized interdigital transducer (IDT)

Figure 3.17: Measured delay of the PRT delay line with center frequency fc = 1 GHz,
eight electrodes and aperture W = 780 µm, the geometry is as shown in Figure 3.3 with D
= 6100 µm.

Figure 3.18: Measured insertion loss of the PRT delay line with center frequency fc =

1 GHz, eight electrodes and aperture W = 780 µm, the geometry is as shown in Figure 3.3
with D = 6100 µm.

delay and τ1 τ2 τ3 (the SAW propagation time in D1 D2 and D3), we could deduce the
SAW propagation path for each pulse as shown in Figure 3.20. From their propagation
paths, we can see that pulse 0 is direct electromagnetic feedthrough, pulse 1 is the single
transit main response, pulse 2 and 3 are the strong reflections from right and left chip
edges separately, and pulse 4 is the triple transit echo. Because in our RAC, the two IDTs
are shifted 6 mm from each other, so the feedthrough is supressed to -75 dB; also silicon
glue has been spread on four chip edges to surpress the reflections; and the triple transit
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3 Building blocks of RAC devices

Figure 3.19: Measured impulse response of the PRT delay line with eight electrodes and
aperture W = 780 µm (the inverse Fourier transform of the measured S 21 parameter).

pulse delay relation to τ1τ2τ3

P0 0 ns 0 ns
P1 1740 ns τ2

P2 2933 ns τ2 + 2τ3

P3 3360 ns τ2 + 2τ1

P4 5200 ns 3 · τ2

Table 3.2: Delay time of the pulses P0, P1, P2, P3 and P4 in Figure 3.19 and their rela-
tionship with τ1, τ2 and τ3

Figure 3.20: Propagation path of pulses P0, P1, P2, P3 and P4. Dashed line represent
electromagnetic feedthrough, solid line represent SAW propagation.

echo does not exist due to the fact that the IDTs in the RACs are arranged at two ends of
the ‘U’ shaped propagation path. So for characterizing the IDT loss transduction in the
RAC correctly, pulses 0, 2 3 and 4 are gated away to have only the single transit main
response (pulse 1) left as shown in Figure 3.21. Then the gated signal was inverse Fourier
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3.3 Single groove reflectivity for oblique SAW incidence

Figure 3.21: Time gating for IDT transduction loss characterization in the RAC.

transformed to the frequency domain; the result is shown in Figure 3.22. By comparing

Figure 3.22: Magnitude curve of PRT in the frequency domain after time gating.

Figure 3.18 and Figure 3.22, we can see that after the time gating of the unwanted pulses,
the magnitude ripple is removed. Then the very smooth magnitude curve in Figure 3.22
is the IDT transduction loss in RAC that we require, which now can be used for the RAC
magnitude optimization. The optimization process will be discussed in detail in the next
chapter.
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Figure 3.23: Transmission Electron Microscope (TEM) image for a 40 nm Argon ion-
beam etched single groove with 10% duty cycle for 1.2 GHz SAW reflection.

3.3 Single groove reflectivity for oblique SAW incidence
Figure 3.23 is a transmission electron microscope image for the Argon ion-beam etched
40 nm single groove geometry on YZ-LiNbO3. It is not a perfect rectangle, and the wall
angle is about 110 degrees.

The Argon ion-beam etched single groove reflectivity for SAW normal incidence on
YZ-LiNbO3 was first measured by R. C. Williamson [5]. He found that the single groove
reflectivity is linearly dependent on the groove depth h for 50% duty cycle grooves (Equa-
tion 3.3); and the slope that fitted from the measurement is Cnormal ≈

1
3 .

Γg = Cnormal ·

(
h
λ

)
(3.3)

After that R. C. M. Li conducted a theoretical analysis of up and down steps on YZ-
LiNbO3 for the SAW normal incidence using the equivalent-network theory [21]. The
amplitude reflectivity of the SAW from the up step Γu and the down step Γd, and the
transmission coefficient τ (same for up or down step) on the substrate surface are derived
as follows:

Γu = r − j
B̂
2

(3.4)

Γd = −r − j
B̂
2

(3.5)
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3.3 Single groove reflectivity for oblique SAW incidence

τ = 1 −
r2

2
−

B̂
2

(3.6)

In the above equations, r is the impedance-mismatch contribution which is proportional
to the step height h:

r = C ·
h
λ

(3.7)

B̂
2 is the energy-storage contribution which is proportional to h2:

B̂
2

= C′ ·
(
h
λ

)2

(3.8)

In Equation 3.7 and Equation 3.8, λ is the wavelength of the SAW, C and C′ are the
proportionality coefficients to be determined by experiments. Then the single groove
reflectivity for the SAW oblique incidence and 90 degrees reflections on YZ-LiNbO3 was
measured by J. Melngailis [20]. He adopted the same expression for the SAW normal
incidence on up and down steps as in Equation 3.4, Equation 3.5 and Equation 3.6 [21].
For a single groove with a down and then an up step, the illustration for the reflection of
the SAW is as shown in Figure 3.24. The expression for the groove reflectivity Γg can be

Figure 3.24: A surface wave of amplitude A is incident on the two groove edges inclined
at an angle Φ = 46.82◦ for a Z-to-X reflection on YZ-LiNbO3. The amplitudes and phases
of the parts of the beam reflected from the two edges are indicated. The total reflectivity
of the groove can be deduced by adding the two parts of the beam reflected from the two
edges [20].

derived using Equation 3.4, Equation 3.5 and Equation 3.6. If we follow the SAW beam
as shown in Figure 3.24, ignore e− jk′w′ which is the common propagation coefficient in
X direction for the two beams reflected by the up and down steps, Equation 3.9 can be
derived:

Γg = Γd + τ2Γue− jkw (3.9)
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3 Building blocks of RAC devices

By ignoring the
(

h
λ

)3
and even higher orders, the above equation will become Equation

3.10.

Γg = −2 je− jθ(r · sin θ +
B̂
2

cos θ) (3.10)

Here, k = 2π
λ

is the wave number of the SAW, and θ = kw
2 + B̂

2 . In [20], the two pro-
portionality coefficients C and C′ in Equation 3.7 and Equation 3.8 are fitted from the
experiments, and they are listed in Table 3.3.

r = C
(

h
λ

)
B̂
2 = C′

(
h
λ

)2

C C′

0.51 ± 0.03 4.5 ± 0.4

Table 3.3: Constants of a single groove for a 90◦ SAW reflection on YZ-LiNbO3 (from Z
to X) in Equation 3.10 [21].

In order to avoid the multiple reflections inside the reflective array, the total reflectivity
of the groove array need to be less than 1 (R( f ) << 1). Therefor the grooves need to be
very shallow ( h

λ
≈ 1%). Then term B̂

2 in Equation 3.10 which is for the energy storage
effect can also be omitted. Because from Table 3.3, we can see that r > 10 · B̂

2 when
h
λ
≈ 1%; and also θ = kw

2 + B̂
2 ≈

kw
2 = πw

λ
≈ π

2 when the groove duty cycle (w
λ
) is close

to 50%, so the sin θ item in Equation 3.10 approaches one and the cos θ item approaches
zero. So we only need to keep the first order term of h

λ
in Equation 3.10 when the groove

duty cycle (w
λ
) is close to 50% and the groove depth is shallow ( h

λ
≈ 1%). Then we can

get the approximation of the magnitude of single groove’s reflectivity in the form of the
following empirical formula [13]:

|Γg| ≈ 2 · 0.51
(
h
λ

)
sin(π

w
λ

) (3.11)

Here, h is the groove depth, λ is the Rayleigh wave wavelength and w is the groove width.
For very narrow grooves (w => 0) Equation 3.11 gives the reflectivity going to zero.
That is evidently not exact, because even a very narrow gap will have finite reflectivity -
the perturbation of the surface remains. This phenomenon was recently discussed by A.
Darinskii [22].

3.4 Single electrode parameter extraction on 128◦ YX LiNbO3

Single electrodes are very important building blocks for SAW Tags, SAW sensors and
in line dispersive delay lines. In order to make a good design for these devices, the
corresponding parameters for the single electrode are needed, e.g. reflection, transmission
coefficient and bulk wave scattering coefficient for the SAW. The basic principle of these
parameters’ extraction is based on paper [25], in which they use the FEM/BEM simulation
to get the test structure performance. In the following, we used a similar test structure,
but the performance is obtained using measurements. The geometry of the test structure
is shown in Figure 3.25; the IDT used is of a uniform type and has ten electrodes, which
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3.4 Single electrode parameter extraction on 128◦ YX LiNbO3

Figure 3.25: Geometry for test structures, where L0 = 3000 µm, L1 = 600 µm and
L2 = 362.618 µm, the reference plane is at the center of the IDT and center of each
reflectors group.

are five pairs of alternating polarities. The aperture of the IDT is 400 µm, the electrode
pitch is 2 µm, and the metalization ratio is 0.5. The substrate is 128◦ YX LiNbO3, so the
center frequency of the IDT is about 970 MHz.

The three identical reflector groups are placed in the acoustic path and each consists
of three or nine floating electrodes. Using multiple electrodes in each reflector group is
because for our measurements we have a certain level of noises, in order to make the
reflected pulses visible (especially the four pulses needed for the parameter extraction
need to be above the noise level in the time domain), and we need a certain reflectivity
from each reflector group. We will discuss about how the number of the electrodes in
each reflector group is determined in the next section.

The distances L0 = 3000 µm, L1 = 600 µm and L2 = 362.618 µm between the
reflectors are chosen so that none of the first four reflections overlap each other, as these
four reflections are essential for our extraction. The electrode types that we would like to
characterize are listed in Table 3.4 (including the electrode thickness and width), and with
each type of electrode we built a test structure denoted by TS i (i=1,2,3).

Test Struc-
ture

Metal
Thickness
h (nm)

h/λ(%) Reflector
width
a(µm)

Metalization
ratio (a/p)

TS1 100 2.5 0.8 0.4
TS2 200 5.0 1.2 0.6
TS3 100 2.5 1.0 0.5

Table 3.4: Thickness and metalization ratio for single electrodes in TS1, 2 and 3.

3.4.1 S 11 parameter analysis

If we denote the ith reflected signal of our interest (the ith pulse) by S i, then it can be
written as the product of a frequency-dependent factor Fi and the input signal S 0 used for
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3 Building blocks of RAC devices

exciting the device:
S i = Fi · S 0 (i = 1..4) (3.12)

where for those frequency-dependent factors Fi, the composition is shown from the equa-
tions Equation 3.13 to Equation 3.16 according to their propagation path for each pulse
as illustrated in Figure 3.26.

Figure 3.26: The propagation path of the signal S 1, S 2, S 3 and S 4 for the test structure.

F1 = D · P0 · R · P0 · D = D2 · P2
0 · R (3.13)

F2 = D2 · P2
0 · T

2 · P2
1 · R (3.14)

F3 = D2 · P2
0 · T

4 · P2
1 · P

2
2 · R (3.15)

F4 = D2 · P2
0 · T

2 · P4
1 · R

3 (3.16)

In the above equations, D is the IDT transduction coefficient. Pi (i=0,1,2) are the free
surface propagation coefficients which have the form Pi = e−αLi− jkLi , here, α is the free
surface attenuation coefficient, k is the wave number, and Li the distances shown in Figure
3.25. The related delay times of each pulse for S i (i=1, 2, 3, 4), are listed in Table 3.5
according to their propagation path. Here, we assume the SAW phase velocity on 128◦

YX LiNbO3 is 3979 m/s [13].

Signal Propagation path as shown in Figure 3.28 Delay (ns)
S 1 IDT-R1-IDT 1508
S 2 IDT-R2-IDT 1810
S 3 IDT-R3-IDT 1992
S 4 IDT-R2R1R2-IDT 2112

Table 3.5: Delay of S 1, S 2, S 3 and S 4 in Figure 3.28 assuming vp = 3979 m/s [13].

3.4.2 Theory for parameter extraction
If the single electrode reflection and transmission coefficients are denoted R and T , re-
spectively, then we assume they have the form R = r · e jΦR and T = t · e jΦT . In these
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3.4 Single electrode parameter extraction on 128◦ YX LiNbO3

two expressions, ΦR and ΦT are the phase shift due to reflection and transmission, re-
spectively. Because D, α, k, r, t, ΦR and ΦT in the above expressions are all frequency
dependent variables, they can be described by arrays of the measured S 11 parameter which
has the same number of frequency elements. The contents of Equation 3.13 to Equation
3.16 can be rewritten as:

S 2

S 1
= T 2 · P2

1 (3.17)

S 3

S 1
= T 4 · P2

1 · P
2
2 (3.18)

S 4

S 2
= R2 · P2

1 (3.19)

If we take Equation 3.17 squared then divide it by Equation 3.18, we can solve for α and
k.

S 2
2

S 1 · S 3
=

(
P1

P2

)2

= e−2α(L1−L2)−2 jk(L1−L2) (3.20)

α =
1

2(L1 − L2)
· ln

∣∣∣∣∣∣ S 2
2

S 1S 3

∣∣∣∣∣∣ (3.21)

k =
1

2(L1 − L2)
· ∠

(
S 2

2

S 1S 3

)
(3.22)

Furthermore, using the P1 obtained from the above α and k, it is possible to solve for R
and T , which are composed of the absolute values and phase angles as follows:

r =
1
Ne
·

√∣∣∣∣∣∣ S 4

S 2P2
1

∣∣∣∣∣∣ (3.23)

t =


√∣∣∣∣∣∣ S 2

S 1P2
1

∣∣∣∣∣∣


1
Ne

(3.24)

ΦR =
1
2
∠

(
S 4

S 2P2
1

)
(3.25)

ΦT =
1
Ne
·

1
2
∠

(
S 2

S 1P2
1

)
(3.26)

In the above equations, Ne is the number of floating electrodes in each reflector group.
The reason for using multiple electrodes in each reflector group is that the single elec-
trode reflectivity is too small. From our measurement experiences, after using the FFT
to transform the cosine square weighted measurement S 11 parameter to time domain, the
noise level is still quite high at about -90 dB. The single floating electrodes usually have
only about several percent amplitude reflectivity for Rayleigh waves, e.g., 3%, then for a
single electrode, the amplitude of the pulse S 4 will be 20 · lg(0.033) ≈ -91 dB, it will be
buried under the -90 dB noise level, and is impossible to get using time gating. Thus, in
order to make pulse S 4 stronger, at least above the -90 dB noise level in the time domain,
the number of electrodes in each reflector group needs to be increased. E.g., if we use
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3 Building blocks of RAC devices

Ne = 10, then for each reflector group, the total reflectivity will be increased by 10 times,
and the magnitude of S 4 will be 60 dB higher. Then it is definitely above the -90 dB noise
level, and possible to be separated from other pulses using time gating.

For our experimental extractions, we use Ne = 3 for TS2 and Ne = 9 for TS1 and TS3,
as in TS1 and TS3 the electrode’s reflectivity is very small.

3.4.3 Measurement results

The test structure was measured with a vector network analyzer using PicoProbe’s mi-
crowave probes. The measurement frequency range is from 740 MHz to 1200 MHz, the
incoming signal power is 0 dBm. The total number of frequency points is 1601, thus the
measurement frequency step ∆ f is 287.5 kHz. The magnitude of the S 11 parameter for
TS2 measurement is shown in Figure 3.27. We used FFT to transform the measured sig-

Figure 3.27: TS2 measured S 11 parameter magnitude in the frequency domain.

nal from frequency domain to time domain. In time domain, the four pulses S 1 to S 4 of
our interest can be identified by their delay time as shown in Table 3.5. Using a time gat-
ing technique, it is possible to select the pulse we need to have the signal S i (i=1,2,3,4),
respectively. With the time gated S i (i=1,2,3,4), we can calculate the reflection, trans-
mission and bulk wave scattering coeffients using the algorithm described in the previous
section, and all these coefficients are frequency dependent.

Here, from the wave number extraction shown in Figure 3.29a, the phase velocity
of the SAW on 128◦ YX LiNbO3 can be obtained by fitting the wave number curve in
Figure 3.29a into a linear polynomial (a · f + b) in the IDT bandwidth from 950 MHz to
1050 MHz:

vp =
2π
a
≈ 3970.34 m/s.

It fits well with the result vp ≈ 3978.97 m/s in [30].
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3.4 Single electrode parameter extraction on 128◦ YX LiNbO3

Figure 3.28: TS2 measured impulse response in time domain, S 1, S 2, S 3 and S 4 are the
analyzed four pulses for our parameter extraction.

Also the propagation loss item α can be obtained, which is shown in Figure 3.29b.
Here, the normalized propagation loss γdB/λ in the unit of dB/λ is:

γdB/λ = −20 lg(e)α ≈ −8.68α.

The averaged value in the frequency range 950 MHz to 1050 MHz is −1.3034×10−3 dB/λ,
which is about five times of the value −2.76 × 10−4 dB/λ for results obtained by Sanna
Harma using a FEM/BEM simulation [30].

With the SAW propagation coefficients (see Figure 3.29), the single electrode’s reflec-
tion transmission and bulk wave scattering coefficients can be extracted. The frequency
dependent parameters are plotted from Figure B.2a to Figure B.2f. In order to com-
pare our results with other researcher’s work, we calculated an average value over the
the frequency range from 950 MHz-1050 MHz for all the coefficients. This 100 MHz
bandwidth is chosen for the averaging because it is the half-power bandwidth of the IDT,
BW−3 dB = fc

1
2N p . For each type of the test structure in Table 3.4, we made two samples,

and both are measured. All the coefficients are averaged again using these two sample
measurements. A comparison of the coefficients with Sanna Harma[30], Saku Lehtonen
[34; 35; 36] and Weibiao Wang [37] is listed in Table 3.6 for three kinds of test structures.
From this comparison, we can see that the magnitude for reflection and transmission coef-
ficients are in good agreement with the FEM/BEM simulations, the difference is less than
1%; the phase of reflection coefficients has less than 10◦ difference; and for transmission
coefficients it is even smaller.
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3 Building blocks of RAC devices

(a) Extracted wave number k from TS2 measurement.

(b) Extracted propagation loss γ from TS2 measurement.

Figure 3.29: Extracted propagation coefficients k and γ from TS2 measurement.

The extracted frequency dependent parameter plottings from TS1 TS2 and TS3 for
single electrodes listed in Table 3.4 are shown in Appendices C.1 C.2 and C.3.

3.5 Extra grooves at array ends

At the beginning of this work, the groove array in the RAC filter were designed with a
parallelogram shape (the yellow area as shown in Figure 3.30). For such a kind of groove
array, the measured passband shape always shows a high peak at the high frequency end
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3.5 Extra grooves at array ends

TS1 S L TS2 S L TS3 W
h/λ(%) 2.5 2.5 2.5 5.0 5.0 5.0 2.5 1.0

a/p 0.4 0.4 0.4 0.6 0.6 0.6 0.5 0.5
|R| 0.0293 0.0348 0.034 0.0836 0.0978 0.092 0.0364 0.0282
|T | 0.9954 0.9985 – 0.9835 0.9872 – 0.9921 0.9991

ΦR(◦) 71.7 87.7 77.9 67.6 81.7 79.5 63.2 88.0
ΦT (◦) -2.02 -2.3 -2.0 -7.8 -6.8 -5.8 -2.99 -1.7
Esc(%) 0.84 0.17 – 2.56 2.57 – 1.44 0.21
Esc/|R|2 9.78 1.40 1.5 3.68 1.65 1.7 10.8 2.6

Table 3.6: Comparison of the extracted parameters for test structure TS1, TS2, TS3 with
previous work from Sanna Harma(S), Saku Lethonen(L) and Weibiao Wang(W)

Figure 3.30: Comparison of the rectangular shape groove array and the parallelogram
shape groove array.

as shown in Figure 3.31a.
The reason for this phenomenon can be explained in two ways. Firstly, if we use

the equivalent circuit model to explain it, and assume the free surface and the groove
surface on the substrate have different acoustic impedance for the surface acoustic wave,
then on the boundary between these two kinds of surfaces, there will be a large acoustic
impedance mismatch, which leads to a strong reflection of the SAW, and this strong re-
flection will result in the high frequency peak. Secondly, if we use the impulse response
model to explain this phenomenon for the parallelogram shaped groove array, the impulse
response of the parallelogram shape groove array has an abrupt trunction at the begin-
ning and end of the pulse series in the time domain, which will lead to an overshot in the
frequency domain, it is the so-called ’Gibbs Phenomenon’.

To get rid of such an unwanted peak at the high frequency end, extra grooves was
added to fill up the triangular area on the left and right end of the parallelogram shaped
groove array (the blue area as shown in Figure 3.30). The length of these grooves grad-
ually increases on the left side along the array and decreases on the right side along the
array.

For designing these extra grooves, we increase our required filter bandwidth B and
dispersive delay T value both by 10%, then the chirp slope of the filter will not change. We
use the expanded bandwidth and dispersive delay to calculate the groove array geometry
as discussed in Chapter 2, we can get 10% more grooves. These 10% more grooves are
used to fill the blue area as shown in Figure 3.30.
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3 Building blocks of RAC devices

(a) RAC measured magnitude for parallelogram shape groove array lay-
out (the yellow area as shown in Figure 3.30, there is a peak at the high
frequency end in measurement.

(b) RAC measured magnitude for the rectangular shape groove array
layout (the yellow area plus the blue area as shown in Figure 3.30, the
peak at high frequency end is suppressed by the extra grooves (the blue
area shown in Figure 3.30) at both ends of the array.

Figure 3.31: RAC measured magnitude comparison between the parallelogram shape
groove array layout and rectangular shape groove array layout.

In the equivalent circuit model, these extra grooves can be modeled as the transient
area between the free surface and groove surface. So on the boundary of the rectangular
shaped groove array the acoustic impedance mismatch is much smaller compared to the
parallelogram shape groove array; very high reflectivity for the SAW is then suppressed.
In the impulse response model, those grooves in the triangular area get rid of the ’Gibbs
Phenomenon’. Then in the frequency domain, the overshot vanishes due to the smooth
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3.6 RAC encapsulation and matching

varying impulse response in the time domain. In the measurement in Figure 3.31b for the
RAC with a rectangular shaped groove array, we can see that the high peak at the high
frequency end is very well suppressed.

3.6 RAC encapsulation and matching

Figure 3.32: Photo of the RAC filter in the holder case (top view), the rainbow color is
due to the scattering of visible light by the chirped gratings.

The filter chip needs to be encapsulated in a good holder case. The design of the
holder is shown in Appendix F. Figure 3.32 is the photo of the encapsulation of the RAC
filter. We use the copper tongue shaped contactors and screws to make the connections
between the IDT on the chip and the SMA connectors in the holder. Because the gold film
is very soft, and it is easier for the contactors with gold films to make a good contact with
those Al pads on the filter chip, also they will not be scratched by the filmed contactors.
50 µm gold film was deposited on these copper contactors using the chemical deposition
method. This makes the installation and dismounting of the chip easier, and the life time
of the Al pads on the chip can be longer.

3.6.1 Equivalent circuit of RACs’ input and output ports
As shown in Figure 3.33, we used copper wire to make the inductive matching network
for our filter at both input and output ports. The diameter of our copper wires is 0.5 mm.
The approximation formula for the inductance of the straight copper wire is as follows in
Equation 3.27 [81]. Here, L is the wire inductance in nH unit, l is the wire length in mm,
and d is the wire diameter which is also in mm.

L = 0.2 · l · ln
(
4l
d
− 1

)
(3.27)
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Figure 3.33: Photo of the copper wire matching network used for input and output ports
for the RAC.

Figure 3.34: Equivalent circuits of the input and output ports of the RAC filter.

The equivalent circuit of the encapsulated RAC filter can be modeled as shown in Fig-
ure 3.34. In this circuit, Cpak is the package parasitic capacitance. It is measured from the
empty holder case, which gives 1 pF. Chead is the SMA connectors’ capacitance, the value
is very small (to the level of 10−3 pF), so it can be ignored. The parasitic resistance Rp is
composed of the IDT finger ohmic resistance which can be calculated using Equation 3.1,
the Al contact pads resistance, the copper contactor resistance and the SMA connector
resistance. Ls and Lp are the series and parallel copper wire inductances of the match-
ing network. The length of these matching copper wires is calculated according to the
required inductance using Equation 3.27. Cst is the IDT static capacitance:

Cst = W · Np ·C0,

here W is the IDT aperture, Np is the number of finger pairs in the IDT and C0 =
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0.5 pF/mm/pair for LiNbO3 [79]. Ad( f ) is the frequency dependent acoustic admittance
of IDT:

Ad( f ) = Ga( f ) + j · Ba( f ),

here Ga( f ) is the IDT acoustic conductance and Ba( f ) is the IDT acoustic susceptance
[13]. YIDT is, therefore, the total admittance of IDT:

YIDT = Ad( f ) + jωCst.

3.6.2 Matching network numerical filtering
The RACs which were designed at the beginning of this work, were all without any
weighting technologies. Their passband shape nonuniformity is as high as 14 dB for a
filter of 10 µs dispersive delay as shown in Figure 3.35 (the filter is measured with only a
Ls−connect series inductance for matching).

(a) Measured S 21 magnitude before matching is op-
timized.

(b) Measured S 11 magnitude before matching is
optimized.

Figure 3.35: Measured magnitude of S 21 and S 11 parameters for unweighted BT = 4000
RAC before the matching network is optimized, the nonuniformity of the S 21 magnitude
in the passband is about 14 dB.

To compensate the very large 14 dB passband shape nonuniformity we have consid-
ered to use optimized matching network. The main idea is to compensate the acoustical
roll off by a different matching between the low and high frequency ends in the passband.

From Figure 3.36a, we can see that if we only use an inductive series connection wire
as matching network, almost all the frequency points in the passband are equally mis-
matched (every point in the impedance curve is almost the same distance from the 50 Ω

center of the Smith chart). If we could perfectly match the filter at the 800 MHz low
frequency end, and, at the same time, allow a large mismatch at the high frequency end,
then this nonuniformity between the low and high frequency ends can be reduced. To cal-
culate an appropriate matching network that can realize this matching, we have developed
a numerical method for filtering the matching networks based on filter measurements as
shown in Figure 3.37. First, we take a measurement using only the inductive series con-
nection wire as the matching network; the measurement result is as shown in Figure 3.35
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(a) The S 11 parameter in Smith chart, here only a
Ls−connect serie inductance is used for the matching.
We can see that all the frequency points are more or
less equally mismatched compared to Figure 3.36b.

(b) The S 11 parameter in the Smith chart after the
optimized matching. The 800 MHz point is per-
fectly matched to 50 Ω.

Figure 3.36: S 11 parameter in Smith chart before and after matching is optimized.

Figure 3.37: Matching network filtering using numerical method for the input and output
ports of RAC.

and Figure 3.36a. We obtain a set of S parameters (S 11, S 12, S 21, S 22). Then the virtual
matching network (a series and a parallel inductance) is included into this set of S parame-
ters numerically as shown in Figure 3.37. First, we transform this set of S parameters into
Z parameters (Z11,Z12,Z21,Z22). After the series inductance is included, the Z11 parameter
will become Equation 3.28.

Z
′

11 = Z11 + jωLs−sweep (3.28)

Next we transform the new set of Z parameters (Z
′

11,Z
′

12,Z
′

21,Z
′

22) into Y parameters
(Y

′

11,Y
′

12,Y
′

21,Y
′

22). After that we include the parallel inductance into the Y parameters
obtained as shown in Equation 3.29.

Y
′′

11 = Y
′

11 +
1

jωLp−sweep
(3.29)

58



3.6 RAC encapsulation and matching

Here, Ls−sweep is the virtual series trial inductance which will be sweeped from -10 nH
to 10 nH with a 0.1 nH step; and Lp−sweep is the virtual parallel trial inductance which
will be sweeped from 0 nH to 20 nH also with a 0.1 nH step. Then the calculated Y
parameters (Y

′′

11,Y
′′

12,Y
′′

21,Y
′′

22) are transformed back to S parameters (S
′

11, S
′

12, S
′

21, S
′

22)
(the transformation between the S, Z and Y parameters can be found in Appendix E). The
optimization condition was set to match the S

′

11 perfectly at 800 MHz.

(a) Measured S 21 magnitude after optimized match-
ing.

(b) Measured S 11 magnitude after optimized match-
ing.

Figure 3.38: Measured S 21 and S 11 parameters magnitude after the optimized matching,
the S 21 magnitude nonuniformity in the passband is reduced to only 7 dB.

After applying the optimized matching, the measured S 21 and S 11 magnitude become
as shown in Figure 3.38. S 11 is matched at 800 MHz. The nonuniformity in the magnitude
of S 21 is reduced to 7 dB, which is half of the value before the matching is optimized.

If we apply the same optimization routine at the output port (port 2), then the nonuni-
formity will almost disappear. However the filter passband shape can hardly be perfect
rectangle by just optimizing the input and output ports matching, as we only have 4 de-
grees of freedom in designing the matching network. This implies that an additional
amplitude weighting method is still neccessary.

Later, the proper amplitude weighting method was found by changing the groove array
structure, i.e. duty cycle weighting, which will be discussed in detail in the next chapter.
The passband shape of the RAC after weighting can be good rectangle (nonuniformity in
the passband less than 2 dB). Therefore, it is not necessary to match the filter perfectly at
one frequency point any more, we can use only a Ls−connect series inductance for matching
network, and the filter passband shape correction can be done by amplitude weighting.
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4 Weighting techniques in RAC design
using e-beam lithography

4.1 Motivations
From the principle of the chirp transform spectrometer (CTS) introduced in Chapter 1,
we know that the compressed pulse shape of the RAC filter is very important to the CTS
performance. The compressed pulse main lobe width will determine the frequency reso-
lution of the CTS; and its side lobe level will influence the dynamic range of the CTS. In
order to have a rectangular passband shape for RAC filter which will lead to a minimum
compressed pulse main lobe width, and to reduce the SAW multiple reflections inside
the groove array which will lead to a smaller compressed pulse side lobe level, certain
amplitude weighting technique is needed. Using the amplitude weighting method, we
could make the compressed pulse of the RAC filter (the solid line as shown in Figure 4.2)
converge with the standard sinc function shape (dashed line as shown in Figure 4.2).

4.1.1 Correction of the passband shape nonuniformity

For large bandwidth chirp filters of a constant groove depth and a 50% duty cycle for
groove array, the single groove reflectivity (Equation 3.11), and the effective number
(Equation 2.20) of reflecting grooves increase with the input frequency. In addition, the
SAW propagation loss (Equation 2.26) and transmission loss (Equation 2.27) decrease
with input frequency. A large nonuniformity of magnitude between the low and high
frequency in the passband is generated. From the measurement results of the uniform
groove array RAC filter, a total insertion loss nonuniformity in the 400 MHz bandwidth
as large as 14 dB was found, as shown in Figure 4.1. This nonuniformity will distort the
compressed pulse of RAC filter, because the filter’s -3 dB bandwidth (B−3dB) will become
smaller due to this large nonuniformity, the compressed pulse width at -3 dB

τ−3dB ≈ 0.885 ·
1

B−3dB

will then become wider. The calculated compressed pulse by feeding the synthesized up
chirp signal into the measured down chirp filter is shown in Figure 4.2, where the main
lobe -3 dB width is τ−3dB ≈ 2.632 ns, which is wider than the theoretical sinc function -3
dB main lobe width

τideal ≈ 0.885 ·
1

400 MHz
= 2.213ns
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.1: Measured insertion loss of RAC with 25 nm constant groove depth and 50%
uniform duty cycle groove array. The nonuniformity is about 14 dB in the 400 MHz
bandwidth.

for an ideal 400 MHz rectangular passband shape RAC filter.
For chirp transform spectrometers, as discussed in Chapter 1, the compressed pulse

width for the compressor filter will determine the frequency resolution of the spectrometer
(Equation 4.1).

∆ f = µ · τ−3dB (4.1)

The distortion caused by the nonuniformity will degrade the CTS’s frequency resolution.
This effect must, therefore, be corrected.

4.1.2 Reduction of the multiple reflections at high frequencies

To minimize insertion loss for the RAC filters, we need to increase the ion-beam etched
groove depth (e.g. from 25 nm to 40 nm). When doing so, the reflectivity of the grooves
will be too high at the high frequencies. The groove array reflection loss simulated using
the 1st order model can be R( f ) > 0dB (for f>950 MHz) as shown in Figure 4.3. This is
physically not possible, which demonstrates that the groove array can not be described by
the 1st order model any more. The 1st order model only take into account of the single
reflections of the SAW by the grooves. Thus, there will be strong multiple reflections
inside the groove array when f>950 MHz, introducing large phase deviations from the
ideal quadratic dependency (see Figure 4.4, ∆ϕrms ≈ 28◦). Also amplitude ripples will
occur due to the multiple reflections as shown in Figure 4.5. In Figure 4.5 the magni-
tude nonuniformity was corrected using the optimized matching network (as described in
Chapter 3).

For a RAC with shallow grooves (e.g. 25 nm), Figure 4.6 shows that the 1st order
reflection loss simulation has R( f ) < 0 dB in the whole passband. The measured phase
deviation is very small as shown in Figure 4.7 (∆ϕrms = 9.61◦) compared to Figure 4.4
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4.1 Motivations

Figure 4.2: Compressed pulse for the unweighted RAC filter shown in Figure 4.1 (solid
line), and compared with a ideal sin(πBt)

(πBt) curve (dashed line). The compressed pulse main
lobe -3 dB width is 2.632 ns, and the ideal sin(πBt)

(πBt) curve main lobe -3 dB width is 2.213
ns.

Figure 4.3: Reflection loss simulation of groove array with 40 nm uniform groove depth
using stationary phase approximation (Equation 2.21).

(∆ϕrms = 28.18◦). Also the amplitude ripple seen in Figure 4.1 disappear in Figure 4.5
when f>950 MHz.

From the above considerations one can conclude that an amplitude weighting tech-
nique is needed. Firstly, it can correct the magnitude nonuniformity in the whole passband
so as to reduce the compressed pulse main lobe width, which improves the CTS frequency
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.4: Large phase deviation caused by multiple reflections (here the groove depth
is 40 nm). The root mean square value of the deviation in the 400 MHz bandwidth is
∆ϕrms = 28.18◦.

Figure 4.5: Measured insertion loss of RAC with unweighted groove array design. The
groove depth is 40 nm. The magnitude nonuniformity is corrected using optimized match-
ing network as described in Chapter 3. We can see the magnitude ripples caused by the
multiple reflections when f>950 MHz.

resolution; secondly, it can reduce the high frequency grooves’ reflectivity, which guar-
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4.1 Motivations

Figure 4.6: Simulated groove array reflection loss for 25 nm uniform groove depth.

Figure 4.7: Phase diviation for RAC with small multiple reflections (the uniform groove
depth is 25 nm).

antees the multiple reflections are reasonably low in the groove array and hance avoids
amplitude ripples and the large deviation of phase from ideal quadratic dependency.
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4 Weighting techniques in RAC design using e-beam lithography

4.2 Compressed pulse calculation for the fabricated RAC
filters

In Figure 4.2, the compressed pulse was calculated by feeding the measured filter with a
synthesized matched up chirp signal followed by an inverse Fourier transform to the time
domain. The matched up chirp signal is calculated as follows.

Since for the designed down chirp filter the linear time and delay relationship is as
shown in Figure 2.2 and given by Equation 2.5, the matched up chirp signal can be as
follows:

fup = f0 + µ · (t − t0) (4.2)

Here f0 in Equation 4.2 is the band edge low frequency of the down chirp filter, and t0 is
its corresponding delay time. The up chirp signal phase can be derived from Equation 4.2
by integration of angular frequency over delay time:

ϕup( f ) = 2π[
f0( f − f0)

µ
−

( f − f0)2

2µ
] (4.3)

Then the formula for the matched up-chirp signal in the frequency domain can be derived:

Ch+( f ) = 1 · (cosϕup( f ) + j · sinϕup( f )) (4.4)

The compressed pulse in the time domain can be calculated using the inverse Fourier
transform:

pulse(t) = F −1 [
Ch+( f ) · S 21( f )measure

]
(4.5)

Here we should note that in order to match the synthesized up chirp signal to the response
of the fabricated filter, the chirp slope should be taken from the fit of the RAC filter
measurement (the fitting method will be discussed in detail in Chapter 5), since otherwise
the compressed pulse will be distorted. From the calculated compressed pulse, one obtains
the -3 dB main lobe width τ−3 dB, which determines the frequency resolution of the chirp
transform spectrometer, Equation 4.1. One also obtains the side lobe suppression level
from the magnitude difference of the main lobe and the first side lobe. For an ideal
sinc function, the suppression is 13.6 dB as shown in Figure 4.2, dashed line, and the
two first side lobes on the left and right should be symmetrical. Due to the RAC filter’s
phase deviation, the side lobes are not symmetrical, and the suppression level is less than
13.6 dB, as shown in Figure 4.2.

4.3 Amplitude weighting techniques
In order to apply the amplitude weighting technique for the design of RAC filters, the loss
mechanism of RAC needs to be understood. As discussed in Chapter 2, the total insertion
loss of the RAC can be evaluated considering several separate contributions as shown in
Equation 2.24 (in dB).

IL( f ) = R( f ) + IDT ( f ) + Prop( f ) + Tran( f )

Here the SAW propagation loss Prop( f ) is only related to substrate material and the SAW
propagation length, and can not be influenced by weighting. For the IDT, as the finger
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4.3 Amplitude weighting techniques

number is very small (N f = 5), it is difficult to introduce amplitude weightings (e.g.
apodization). Thus, only the reflection loss R( f ) and the transmission loss Tran( f ) can
be manipulated by changing the groove structure. But Tran( f ) is very small, there are
not much space for manipulation, so normally we change the reflection loss of the groove
array according to Equation 2.21 and Equation 3.11 for realizing the amplitude weighting.

Using the stationary phase approximation described in Chapter 2, one can simulate the
passband shape of a RAC which uses all uniform design parameters. Then it is possible
to calculate the magnitude correction factor Magcorr( f ) (in dB) from the difference be-
tween the unweighted filter magnitude Maguw( f ) and a desired magnitude Magdesired( f ).
In Figure 4.8, the calculation of this frequency dependent magnitude correction factor ac-
cording to Equation 4.6 is shown. For the desired passband shape, it can be rectangular
as the blue line shown in Figure 4.8. Hamming or other weighting windows are quite
commonly used in the matched up chirp filter design for side lobe suppressions.
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Figure 4.8: Illustration of the magnitude correction factor calculation for a B = 400 MHz,
T = 10 µs and fc = 1 GHz RAC according to Equation 4.6.

Magcorr( f ) = Maguw( f ) − Magdesired( f ) (4.6)

This function Magcorr( f ) can then be used to modify the unweighted reflective array struc-
ture to vary the reflection loss and transmission loss of the reflective array using different
weighting methods.
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4 Weighting techniques in RAC design using e-beam lithography

4.3.1 Conventional groove depth profile weighting
The conventional method for amplitude weighting of RAC is to use a groove array with a
depth profile. As discussed in the last chapter, the single groove reflectivity for the SAW
in Equation 3.11 is proportional to h

λ
. By changing the groove depth h along the groove

array, the total reflectivity R( f ), therefore, can be modified at different frequencies. The
depth profile h( f ) along the groove array for this weighting method can then be calculated
according to Equation 2.21 using the required magnitude correction factor obtained from
Equation 4.6.

h( f )
h0

= 10
−Magcorr ( f )

40 (4.7)

Here, h0 is the constant groove depth used in the unweighted RAC. This method is calcu-
lationally straight forward, but in order to realize it, a special ion beam etching machine
which can scan the ion beam along the substrate at a controllable velocity is needed [8].
Such an etching machine is shown in Figure 4.9. When the etching is performed, the ex-
posed and developed substrate is put on a moving table, which is driven by a step motor.
The speed of the table is controlled by a program. On top of the substrate, a chevron aper-
ture mask is used to define the etching Ar ion beam, the width of the mask is AperWidth.
Then, under the Ar ion beam, several grooves can be etched at the same time. As the
etching dose of the Ar ion beam is uniform during the whole etching process, the groove
depth is only determined by the dwell time of the structure under the ion beam as shown in
Equation 4.8, where h(xn) is the position dependent groove depth profile along the groove
array, rateetch is the constant etching rate of Ar ion beam for LiNbO3, and tdwell(xn) is the
dwell time of position xn under the Ar ion beam.

h(xn) = tdwell(xn) · rateetch (4.8)

The dwell time of each groove tdwell(xn) under the etching ion beam can be determined by
the velocity of the table vtable(xn):

tdwell(xn) =
AperWidth

vtable(xn)
(4.9)

Such a kind of etching machine is not commercially available. In the 1980s, when RACs
were intensively studied, such machines were specially built for fabricating groove arrays
with depth profile. The disadvantage is that the etching is very time consuming, as the
AperWidth in Equation 4.9 needs to be small, otherwise the depth resolution of the profile
would be low and then the filter amplitude can not be precisely controlled. Hence, the
filter can only be fabricated on a chip-by-chip basis using this technique. Other amplitude
weighting techniques which are suitable for large volume production and also compatible
with commercially available etching machines are needed.

4.3.2 Aperture weighting
According to Equation 2.21, the groove array reflectivity R( f ) is proportional to its ge-
ometrical factor Geom( W

La·tanα ); and from Figure 2.9, we see that the Geom( W
La·tanα ) is

almost linearly dependent on the groove array aperture W when 0 < W < 1.75 · La.
So groove array’s reflectivity is, therefore, almost proportional to its aperture W when
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4.3 Amplitude weighting techniques

Figure 4.9: Special etching machine for fabricating depth profile [8]. (1) argon gas in-
let, (2) arc filament, (3) magnet, (4) ion-beam extraction grids, (5) neutralising filament,
(6) shutter, (7) chevron aperture, (8) RAC substrate, (9) water-cooled sample platform,
(10) pumping port, (11) micrometer-slide assembly, (12) rotary-motion high vacuum
feedthrough, (13) position indicator, (14) stepping motor.

0 < W < 1.75 · La. Hence we can use this linear regime of Geom( W
La·tanα ) to do the re-

flectivity manipulation of the groove array by altering its aperture W [28]. The weighted
aperture profile along the groove array, therefore, can be calculated according to the re-
quired filter magnitude correction factor Magcorr( f ) using Equation 4.10.

W( f )
W0

= 10
−Magcorr ( f )

20 (4.10)

Here W0 = 1.75 · La is the turning point of Geom( W
La·tanα ). When W > W0, the geometrical

factor will go saturate, and Equation 4.10 for weighting will not stand any more. So W0 is
chosen to be the maximum aperture of the groove array for using this weighting method.

Based on the aboving theory, several aperture weighting layouts were studied. Fig-
ure 4.10 shows the first aperture weighting layout without extra dummy grooves. The
measured magnitude of a RAC device using this groove array layout is shown in Figure
4.12. It demonstrates that this layout failed to work properly. The reason could be illus-
trated as follows. We can consider a SAW beam reflected by an arbitrary groove in the
aperture weighted groove array as shown in Figure 4.11. After the reflection, part of the
beam propagates through the free surface (S1,S3), and part of it propagates through the
weighted grooves (S2). We know that grooves can slow down SAW a little due to the
energy storage effect (see Equation 3.8). So beam S1, S2 and S3 will have different phase
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.10: Aperture weighting of groove array without extra dummy grooves (the aper-
ture weighted grooves are in the green area). W0 is the maximum aperture of the groove
array, and W( f ) is the aperture profile.

Figure 4.11: SAW beam reflection by an arbitrary groove in the weighted groove array
(the weighted grooves are in the green area).

shift after they arrive at the IDT on the left side. As shown in Figure 4.11, we see the
phase shift that S1, S2 and S3 got have the following relationship:

∆ϕ1 < ∆ϕ3 < ∆ϕ2

After the IDT does an average of these not in phase SAW beams, the magnitude becomes
low.

As a solution for this problem we tried to add extra dummy grooves to fill up the free
surface on both sides of the weighted grooves to keep the aperture uniform. Then all
the SAW beams should have a more or less uniform propagation velocity. The dummy
grooves are perpendicular to the weighted grooves, so they have the opposite reflection
vector, and reflect the SAW in the opposite direction. This part of the reflected SAW
should not reach the output IDT. The layout of such a kind of structure is shown in Figure
4.13. From the measurement for the RAC filter with the above groove array structure
shown in Figure 4.14, we can see that it still failed to work properly. One reason could
be that in order to increase the filter magnitude at the low frequency end for having a flat
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4.3 Amplitude weighting techniques

Figure 4.12: Measured filter magnitude using aperture weighting without extra dummy
grooves.

Figure 4.13: Aperture weighting with extra dummy grooves on both sides. The weighted
grooves are in the green area; and the extra dummy grooves are in the blue area. The extra
dummy grooves are connected to the weighted grooves. W0 is the maximum aperture of
the groove array, and W( f ) is the aperture profile.

magnitude after weighting, the grooves are etched deeply, i.e. h = 40 nm. Then for the
high frequency grooves the reflectivity is too high, so there will be multiple reflections
in both weighted grooves and dummy grooves. This could distort the required wave
reflection by the weighted grooves. Also the dummy grooves are on both ends of the
weighted grooves, and there are lots of dummy grooves in the SAW path between the
symmetrical two arrays. These grooves will distort the waves propagating through them,
especially for those at the high frequencies, as their reflectivity is too high. Another
reason could be that those dummy grooves are designed to have the same width with the
weighted grooves and they are connected to the weighted ones as shown in Figure 4.13.
Due to the aperture variation of the weighted grooves, the position of those dummy groove
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.14: Measured filter magnitude using aperture weighting with extra dummy
grooves on both sides.

are, therefore, unpredictable. These dummy grooves will have unpredictable influence to
the SAW propagates through them. Better strategy of positioning these dummy grooves
are needed.

From the aboving considerations we studied the third kind of aperture weighting struc-
ture as shown in Figure 4.15. All the dummy grooves are put at one side of the weighted
grooves, so the SAW that propagates from the upper array to the lower array will not have
interaction with the dummy grooves in between. For a structure of this kind with uniform

Figure 4.15: Aperture weighting with extra dummy grooves on one side of the array only
(here the weighted grooves are in the green area; the extra dummy grooves are in the blue
area). The dummy grooves are designed to be connected to the weighted groove. W0 is
the maximum aperture of the groove array, and W( f ) is the aperture profile.

groove depth (40 nm), the measured performance is shown in Figure 4.16. It works bet-
ter than the structure with dummies on both sides, as the low frequency end has a much
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higher magnitude. However, at the high frequency end the magnitude is still seriously
distorted. The reason is still unclear.

Figure 4.16: Measured filter magnitude using aperture weighting with extra dummy
grooves on only one side.

From the these examples, we see that the aperture weighting method is not very easy
to handle. The main disadvantage is that this method can not modify the single groove
reflectivity; it can only change a group of grooves’ total reflectivity by modifying the
beam width of the SAW reflected. Firstly for the deep grooves with high single groove
reflectivity, this method can not eliminate the multiple reflections in the groove array at
high frequencies. Secondly it is really complicated to design those dummy grooves in a
proper way so that they will not influence the required filter response. It seems this kind
of weighting method is only proper for RACs with quite shallow grooves [28], which
implies that the insertion loss level will be high.

4.3.3 Groove duty cycle weighting
Besides changing the depth h of the single groove, there are other ways for modifying
the single groove reflectivity according to Equation 3.11. As shown in Figure 4.17, by
modifying the groove width w it is also possible to modulate the single groove reflectiv-
ity using the sin(π · w

λ
) term in Equation 3.11, here we call w

λ
the duty cycle of groove.

Therefore the groove array total reflectivity R( f ), can be modified at different frequencies
by applying a duty cycle profile along the array. Similar to the two weighting methods
discussed before, the duty cycle profile for the weighted reflective array can be calculated
according to Equation 2.21 and desired Magcorr( f ) as follows.(w

λ

)
local

=
1
π
· arcsin

(
10

−Magcorr ( f )
40

)
(4.11)
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.17: Principle of the groove array duty cycle weighting.

Figure 4.18 is a example of the duty cycle profile for a B = 400 MHz, T = 10 µs and fc

= 1 GHz RAC for realizing a rectangular passband shape. For the exposure of this kind

Figure 4.18: Duty cycle profile for BT = 4000, fc = 1 GHz amplitude weighted RAC,
the uniform groove depth h is 40 nm. The duty cycle weighting is to realize a desired
rectangular shape passband of the down chirp filter.

of duty cycle weighted groove array, two methods were studied, and they are discussed in
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detail in Chapter 6.
AFM images for the duty cycle weighted grooves are shown in Figure 4.19. The

(a) AFM image for 18% duty cycle high frequency
grooves.

(b) AFM image for 50% duty cycle low frequency
grooves.

Figure 4.19: The Atom Force Microscope (AFM) images for the 18% duty cycle high
frequency grooves and 50% duty cycle low frequency grooves, they are all with 40 nm
constant depth.

measurement result for the RAC fabricated using this weighting technology is shown in
the following. Figure 4.20 is the measured magnitude, and Figure 4.22 is the measured
phase deviation.

Figure 4.20: Measured filter magnitude using the duty cycle weighting for BT = 4000
and fc = 1 GHz RAC filter, with uniform groove depth h = 40 nm.
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4 Weighting techniques in RAC design using e-beam lithography

Figure 4.21: Compressed pulse from the BT = 4000, fc = 1 GHz duty cycle weighted
RAC filter. The compressed pulse main lobe -3 dB width is 2.319 ns, and the ideal sin(πBt)

(πBt)
curve main lobe -3 dB width is 2.213 ns.

From the measurement, we can see that the weighting works well; the nonuniformity
shown in Figure 4.1, about 14 dB, is reduced to only 4 dB in the whole bandwidth. This
rectangular passband shape after weighting reduced the compressed pulse’s main lobe -
3 dB width. From the compressed pulse shown in Figure 4.21, we can see that the main
lobe -3 dB width is reduced to τ−3 dB = 2.319 ns, compared to the unweighted filter
compressed pulse in Figure 4.2, where the main lobe -3 dB width is τ−3 dB = 2.632 ns. As
the theoretical ideal pulse width for the 400 MHz RAC filter is τideal ≈ 2.213 ns, we can
see that the compressed pulse width for the RAC after weigthing is converging with the
theoretical value. If we compare the CTSs using unweighted and weighted RAC filters,
the frequency resolution is improved by 12% due to the reduction of the compressed pulse
main lobe width by using the weighted RAC filter.

For this duty cycle weighted RAC, the etched groove depth is increased from 25 nm
to 40 nm to improve the insertion loss level at the low frequencies in the bandwidth.
The measured phase deviation for the RAC is shown in Figure 4.22, and the root mean
square value ∆ϕrms in the passband is about 18◦. It is approximately 1/3 less compared
to the value from the measurement of RAC without weighting and of the same groove
depth (i.e. 40 nm), the root mean square value ∆ϕrms = 28◦ as shown in Figure 4.4. It
demonstrates that the multiple reflections in the weighted groove array are suppressed to
a low level, both magnitude ripple and phase deviations caused by the multiple reflections
are suppressed.

However, if we compare the measurements of this duty cycle weighted RAC of 40 nm
groove depth to the unweighted RAC of 25 nm groove depth, one see that the root mean
square value of the phase deviation ∆ϕrms ≈ 18◦ in Figure 4.22 is about two times of the
value ∆ϕrms ≈ 9◦ as shown in Figure 4.7. It demonstrates that although the multiple
reflection is reduced by weighting discussed above, it is still stronger in the 40 nm duty

76



4.3 Amplitude weighting techniques

Figure 4.22: Phase deviation of the duty cycle weighted BT = 4000 and fc= 1 GHz RAC
filter, with uniform groove depth h = 40 nm.

cycle weighted groove array than in the 25 nm unweighted groove array. The larger phase
deviation caused by the multiple reflection in the 40 nm duty cycle weighted groove array
will lead to higher side lobes in the compressed pulse. One can see that the compressed
pulse first side lobe as shown in Figure 4.21 is, therefore, higher than the one in Figure
4.2. Certain phase compensation technology is still needed for RACs with deep grooves.
The technique of phase compensation will be discussed in detail in Chapter 5.

From the above discussions, we have proved that the duty cycle weighting method
is an effective amplitude weighting method for RACs with constant groove depth. It is
especially suitable for e-beam lithography. Because the grooves are far from each other
(the groove period does not change with weighting coefficients), so the influence of the
proximity effect of e-beam exposure is smaller compared to the other weighting method
(e.g. the position weighting method that will be discussed in the next section), which is the
main limitation for e-beam lithography. The basic principle of the e-beam lithography, the
proximity effect and the reason for the exposure dose variation, are discussed in Appendix
C.

Because e-beam lithography is undertaken with very high precision (2.5 nm resolu-
tion and 10 nm critical dimension) and the ability to vary the exposure dose, the duty
cycle weighted very narrow grooves (the smallest 140 nm for BT = 8000 RAC) can be
precisely exposed. The limitation of this kind of weighting method is that the grooves
are approaching the critical dimension of the lithography, when the center frequency in-
creases and also the weighting needs to be very heavy. To make such a kind of structure
precisely, special tricks for varying the exposure dose are needed. The dose used for dif-
ferent filter structures need experimental evaluations. This is time consuming and also
expensive.
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4 Weighting techniques in RAC design using e-beam lithography

4.3.4 Pair grooves position weighting

Figure 4.23: Principle of the couple groove position weighting.

This method was first proposed by S. Gopani in his paper [50] in 1990. The principle
of the position weighting is shown in Figure 4.23. For this method, we can keep the
groove depth and also the duty cycle (50%) uniform. Under these conditions, we can
derive the single groove reflectivity as Equation 4.12 from Equation 3.11.

|Γg| = 2 · 0.51
(
h
λ

)
(4.12)

If we shift every pair of grooves closer to each other from the original position as shown in
Figure 4.23, then the reflection vectors for the two grooves at the synchronous frequency
will not be in phase any more. However the pair of grooves as a group is still reflecting in
phase with other pairs; only the total reflectivity of the two grooves was modulated by the
shifting. Due to this lost phase, a cos θ term is introduced into the single groove reflectivity
as shown in Figure 4.23. Similar to the last few sections, one calculates the shifting
distance ∆ for this weighting method from the magnitude correction factor Magcorr( f ).

∆( f ) =
1

2π
· arccos

(
10

−Magcorr ( f )
40

)
· λ (4.13)

If one compares this method with the duty cycle weighting, one finds that for the same
Magcorr( f ), the distance between the weighted two grooves edges in position weighting is
the same as the groove width in duty cycle weighting. The smallest structure for these two
methods is the same. However, for position weighting it is the groove gap that approaches
the critical dimension, and for duty cycle weighting it is the groove width. When using e-
beam lithography, position weighting needs dose evaluations for different structures. For
this method, we do not have experimental results, however.
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To conclude the discussion of the aboving amplitude weighting techniques, we can see
that for a good filter design, very heavy amplitude weighting should always be avoided,
since it causes large difficulties in the lithography and other fabrication processes. For
duty cycle weighting and pair grooves position weighting, the smallest structure ap-
proaches the critical dimension of the lithography when the weighting need to be heavy.
One should optimize the magnitude carefully, and select the working bandwidth properly
to avoid the weighting as much as possible. For the magnitude optimization process for
the two developed RAC filters are shown in Chapter 6. For the other three types of RACs
that can be developed, the optimizations are simulated in Appendices A.1, A.2 and A.3.
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5 Phase deviation compensation for
RAC devices

5.1 Determination of phase deviation from measurement
The RAC filter phase is obtained from the S 21 parameter, measured using a vector network
analyzer. The frequency dependent phase angle is given by Equation 5.1:

ϕ( f ) = arctan
(

Im(S 21( f ))
Re(S 21( f ))

)
(5.1)

Here, Im(S 21( f )) is the imaginary part of the S 21 parameter, and Re(S 21( f )) is the real
part of the S 21 parameter. In order to avoid the case of dividing 0 when Re(S 21( f )) = 0,
the following special cases were dealt with.

ϕ( f ) =

{
π
2 Im(S 21( f )) > 0,Re(S 21( f )) = 0
−π2 Im(S 21( f )) < 0,Re(S 21( f )) = 0 (5.2)

Equation 5.1 is only correct when Re(S 21( f )) > 0 which is for ϕ( f ) ∈ [−π2 ,
π
2 ]. When it is

the case for S 21( f ).re < 0, Equation 5.3 is used when ϕ( f ) ∈ [−π,−π2 ] ∪ [π2 , π].

ϕ( f ) =

 arctan
(

Im(S 21( f ))
Re(S 21( f ))

)
+ π Im(S 21( f )) > 0,Re(S 21( f )) < 0

arctan
(

Im(S 21( f ))
Re(S 21( f ))

)
− π Im(S 21( f )) < 0,Re(S 21( f )) < 0

(5.3)

Using the above calculation, the phase is correctly calculated in [−π, π]. However, for
the phase out of this range, the measurement will remove the part N ·2π in the phase; here
N is an integer. Then in order to recover the continuous phase curve, the 2π phase jumps
in the measurement are unwrapped for all the points in the array for S 21( f ) at different
frequencies. The unwrapped phase curve for the RAC is shown in Figure 5.1. From the
curve we can see that it is a typical quadratic shape and the total phase of RAC designed
with B = 400 MHz, T = 10 µs at fc = 1 GHz is about 3500 · 360 ≈ 1.26 million degrees.

We use the Chi-Square fitting to fit a typical quadratic polynomial with the following
form in Equation 5.4 to the measured phase curve.

ϕ( f ) f it = C0 + C1 · f + C2 · f 2 (5.4)

Here, the phase ϕ( f ) is in degrees, and f is in MHz. To get rid of the influence of the
unstable phase at the beginning and end of the passband, the fitting is only performed in
90% of the filter’s working bandwidth (e.g. for the above B = 400 MHz RAC filter, the
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Figure 5.1: B = 400 MHz, T = 10 µs and fc = 1 GHz RAC filter’s measured continuous
phase curve.

fitting is performed using the measurement data from 820 MHz to 1180 MHz only). The
coefficients C0, C1 and C2 can then be found, which is shown in Figure 5.1. The chirp
slope µ of the RAC filter is then, by comparing Equation 5.4 and Equation 4.3:

µ =
360◦

2 ·C2
(5.5)

The value of µ obtained is shown in Figure 5.1, agrees well with the designed value
µdesign = B

T = 40 MHz/µs. The measured RAC chirp slope can be used in the compressed
pulse calculation for generating perfectly matched up chirp signals.

The phase deviation of the RAC is the difference between the measured phase and the
fitted quadratic phase:

∆ϕ( f ) = ϕ( f )meas − ϕ( f ) f it (5.6)

The phase deviation curve from filter RAC9C11 (see Section 1 in Chapter 6 for its design)
is shown in Figure 5.2. The root mean square value of the phase deviation in Figure 5.2
is calculated using the following equation:

∆ϕrms =

√√
1
N

N∑
i=1

∆ϕ( fi)2 (5.7)

Here, N is the total number of the frequency points in the chosen bandwidth for the RAC
filter. As shown in Figure 5.2, in the 400 MHz bandwidth from 800 MHz to 1200 MHz,
the ∆ϕrms = 18.91◦. The phase deviation of the RAC will distort its compressed pulse
shape, and make the side lobe of the compressed pulse higher than ideal -13.6 dB (as
shown in Figure 4.2 and Figure 4.21). In order to have a better side lobe suppression in
the RAC’s compressed pulse, the phase deviation needs to be compensated.
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5.2 Phase compensations by 50 nm Al stripe

Figure 5.2: B = 400 MHz, T = 10 µs and fc = 1 GHz RAC filter’s phase deviation from
the ideal quadratic dependency.

5.2 Phase compensations by 50 nm Al stripe
It is well known that a thin metal film on the piezoelectric material surface can slow down
the SAW propagation velocity due to the electrical loading and mass loading effects. The
SAW velocity that depends on the Al film thickness on YX-LiNbO3 is simulated using
FEM/BEM in the following image. The simulation is supplied by Dr. Victor Plessky
(GVR Trade, Neuchatel). Here, we choose the h = 50 nm Al film for the thickness of
the phase compensation stripe. From this simulation, along the X-axis of LiNbO3 the
metalized phase velocity is v50nm

p = 3680.7 m/s at 1 GHz frequency compared to the
free surface phase velocity which is v f ree

p = 3717.8 m/s. The simulation also shows that
the SAW is dispersive when propagate under the 50 nm Al metallized surface, but the
dispersion is only about 2 m/s in the frequency range from 800 MHz to 1200 MHz around
the value v50nm

p = 3680.7 m/s at 1 GHz frequency; it can, therefore, be ingored.
The phase deviation can be compensated using this type of metal stripe between the

two reflective arrays by slowing down the SAW which propagate under it. The width
calculation of the phase stripe in the X direction for a measured phase deviation ∆ϕ( f )
can be derived with the two velocities mentioned above for free surface and metalized
surface.

L( f ) =
∆ϕ( f )
km − k0

=
∆ϕ( f )
2π f

·
v f ree

p · v50nm
p

v f ree
p − v50nm

p

(5.8)

Here, km =
2π f

v50nm
p

and k0 =
2π f
v f ree

p
are the 50 nm Al metalized and the free surface wave

number of the SAW along the X axis of LiNbO3, respectively. The phase deviation as
shown in Figure 5.2 can be compensated using a 50 nm Al stripe between the two reflec-
tive arrays with the width profile as shown in Figure 5.4. Here the integer number times
of the wavelength is added into the phase stripe to get rid of the negtive stripe width for
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5 Phase deviation compensation for RAC devices

Figure 5.3: SAW phase velocity variation versus Al film thickness h times frequency f on
YX-LiNbO3 [59].
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Figure 5.4: Calculated phase compensation stripe width from measured phase deviation
shown in Figure 5.2.
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5.3 Experiments for phase compensation

negative phase deviations. The stripe width should be as small as possible otherwise it
will attenuate the filter magnitude.

5.3 Experiments for phase compensation
However, in the experiments the compensation using the Al stripe discussed in last section
was not so successful. The phase deviation after the compensation is even larger than
before. The reason is still not clear. We think it could be that the FEM/BEM simulated
SAW phase velocity on YX LiNbO3 is not precise enough to use in the experiments. So
we designed simple Al stripes between the groove array as shown in Figure 5.5 to extract

the phase compensation constant
v f ree

p −vm
p

v f ree
p ·vm

p
experimentally for 50 nm Al films. For the design

Figure 5.5: Phase plate layout for a B = 400 MHz and T = 20 µs RAC, the Al stripes are
2500 µm long with varying widths (from 50 µm to 350 µm) along the X-axis of LiNbO3,
spaces between the stripes are also 2500 µm, the stripe width change positions are indexed
from 1 to 14.

convenience, the width of the stripes on X-axis of LiNbO3 are of integer values in microns
(from 50 µm to 350 µm). We want to know how much the relative phase will jump in the
measurement due to the width change of the Al stripe (at the positions indexed from 1 to
14). The RAC filter performance was measured before and after the deposition of the Al
stripe.

5.3.1 Extraction of compensation constant using measured magni-
tude

In Figure 5.6 we see the measured filter magnitude before the phase stripe was applied,
and as we used the duty cycle weighting method, the filter has about -55 dB, quite flat
magnitude in the wide 400 MHz bandwidth. After the phase plate was added, the mag-
nitude showed big attenuation peaks at the positions where the stripe’s width changes, as
shown in Figure 5.7. These peaks are marked from 1 to 14 in Figure 5.7, and they are
caused by the stripe width abrupt changes shown in Figure 5.5, which are also marked
from 1 to 14 respectively. The reason for those attenuation peaks can be explained with
the help of Figure 5.8 and Figure 5.9. For the total reflectivity of the groove array at a
frequency f without the influence of stripes, the symetrical groove pair reflection vector
sum in an effective reflecting zone is as shown in Figure 5.9. When the stripes are added,
the reflection vector summing will be different. At the frequencies where the attenuation
peaks, the center of the in phase reflecting zone is at the position where the phase stripe
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5 Phase deviation compensation for RAC devices

Figure 5.6: Measured magnitude of the B = 400 MHz and T = 20 µs RAC before the Al
stripes are added.

Figure 5.7: Measured magnitude of the B = 400 MHz, T = 20 µs RAC after the Al stripes
as shown in Figure 5.5 are added.

changes. As shown in Figure 5.8, the left half of the in phase reflected wave beam (~S le f t)
passes through the stripe and is slowed down by the stripe, while the right half (~S right) of
the in phase reflected wave beam remains uninfluenced. Then the left and the right half of
the beam, when added up together at the IDT will then not be the same as before as shown
in Figure 5.10. The magnitude at this frequency for the filter will be reduced (∆ϕ ∈ (0, π))
or even increased (∆ϕ ∈ (−π, 0)) due to the phase shift ∆ϕ. In this analysis we assume
that the 50 nm Al stripe only slows the SAW down but does not attenuate it. If we put
S as the total array reflectivity for an effective reflection zone at frequency f without the
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5.3 Experiments for phase compensation

Figure 5.8: Influence of a Al stripe to the SAW beam in an effective reflecting zone; here
we assume the ∆ϕ is the same in the effective reflecting zone (as the frequency change is
small).

Figure 5.9: Illustration of the single groove pair reflection vector ~Γgi summing in an ef-
fective reflecting zone at frequency f according to the impulse response model; the ∆ϕ
generated by the added stripe will rotate the SAW beam vector ~S le f t as indicated.

influence of stripes, from Figure 5.10 we can deduce that:∣∣∣∣~S le f t + ~S right

∣∣∣∣ =
√

2 ·
∣∣∣∣~S le f t

∣∣∣∣ =
√

2 ·
∣∣∣∣~S right

∣∣∣∣ = S (5.9)

When the stripe is added, the total reflectivity of an effective reflecting zone will become:∣∣∣∣~S ′le f t + ~S
′

right

∣∣∣∣ =
√

2 · S · cos
(
∆ϕ

2
+
π

4

)
(5.10)
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Figure 5.10: Comparison of the SAW beam vector summing (~S
′

le f t + ~S
′

right) and (~S le f t +

~S right) for with and without ∆ϕ in an effective reflecting zone at frequency f .

Then the relationship between the insertion loss change ∆ILi at the stripe width change
position i versus the related phase shift ∆ϕi can be deduced as follows:

∆ILi = 10 · lg


∣∣∣∣~S ′le f t + ~S

′

right

∣∣∣∣∣∣∣∣~S le f t + ~S right

∣∣∣∣


2

i

= 10 · lg
(
2 · cos2

(
∆ϕi

2
+
π

4

))
(5.11)

From Equation 5.11 we can determine the generated phase shift due to the stripe width
change at position i from the measured magnitude attenuation ∆ILi in Figure 5.7.

∆ϕi = 2 · arccos

√(
1
2
· 10

∆ILi
10

)
−
π

2
(5.12)

The extracted ∆ϕi according to the ∆ILi is listed for i = 1 · · · 14 in Table 5.1, and this
can be compared to the expected values calculated using the velocity simulated using
FEM/BEM method in last section.

The relationship between the stripe width and the generated phase shift is given by
Equation 5.8. In the measurement the frequencies fi of the magnitude attenuation peaks
can also be read from Figure 5.7 like ∆ILi, the experimental phase compensation coeffi-
cients is then extracted as: v f ree

p − v50nm
p

v f ree
p · v50nm

p


i

=
∆ϕi

2π fiLi
(5.13)

The calculated phase compensation constant
(

v f ree
p −vm

p

v f ree
p ·vm

p

)
i
at different index positions (2, 5, 7,

9, 10, 12, 13, 14) is plotted in Figure 5.11. The averaged value for all these eight points is
about 2.2·10−6s/m, which is quite close to the FEM/BEM simulated value of 2.7·10−6s/m
in the last section. Here for the missing 6 points, 3 points (1, 4, 6) as the ∆ILi is very small
and can hardly be read out in Figure 5.7; and the remaining 3 points (3, 8, 11) because the
∆ILi should be positive according to the FEM/BEM calculated phase shift; thus, they are
not included in the parameter extraction.
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Index i Pos
(µm)

Design
fi

(MHz)

Exp fi

(MHz)
∆Li

(µm)
∆ILi

(dB)
∆ϕi

(FEM)
∆ϕi

(meas)

1 2550 1176.36 – -300 – 344.45◦ –
2 5050 1147.35 1145.29 +200 -33.90 −223.97◦ −271.64◦

3 7550 1117.91 1117.81 -200 -8.66 218.22◦ –
4 10050 1089.93 – +100 – −106.38◦ –
5 12550 1061.11 1059.52 -100 -9.03 103.56◦ 61.04◦

6 15050 1032.59 – +50 – −50.39◦ –
7 17550 1003.85 1002.28 -50 -2.47 48.99◦ 25.71◦

8 20050 974.28 974.71 +150 -5.74 −142.64◦ –
9 22550 946.40 944.92 -150 -33.14 138.56◦ 88.21◦

10 25050 917.71 916.72 +250 -38.69 −223.93◦ −270.94◦

11 27550 888.49 888.49 -250 -13.39 216.80◦ –
12 30050 860.24 858.82 +350 -10.25 −293.87◦ −295.10◦

13 32550 832.18 830.71 -150 -15.16 121.84◦ 75.82◦

14 35050 802.99 800.92 -100 -8.15 78.37◦ 57.88◦

Table 5.1: Aluminium plate width variation VS expected and experimental extracted
phase jump from ∆ILi.
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Figure 5.11: Extracted
(

v f ree
p −vm

p

v f ree
p ·vm

p

)
i
from measured ∆ILi values in Table 5.1.

5.3.2 Extraction of the compensation constant using measured phase

Using the direct phase comparison between the measurement before and after the phase
compensation, a similar extraction for the constant phase compensation coefficient for
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5 Phase deviation compensation for RAC devices

Index i Design
fi

(MHz)

∆Li

(µm)
∆ϕi

(FEM)
∆ϕi

(meas)

1 1176.36 -300 344.45◦ 0.0◦

2 1147.35 +200 −223.97◦ −235.0◦

3 1117.91 -200 218.22◦ 150.0◦

4 1089.93 +100 −106.38◦ −115.0◦

5 1061.11 -100 103.56◦ 85.0◦

6 1032.59 +50 −50.39◦ −45.0◦

7 1003.85 -50 48.99◦ 35.0◦

8 974.28 +150 −142.64◦ −140.0◦

9 946.40 -150 138.56◦ 130.0◦

10 917.71 +250 −223.93◦ −220.0◦

11 888.49 -250 216.80◦ 200.0◦

12 860.24 +350 −293.87◦ −280.0◦

13 832.18 -150 121.84◦ 100.0◦

14 802.99 -100 78.37◦ 65.0◦

Table 5.2: Aluminium plate width variation versus FEM/BEM simulated and directly
measured phase jumps.

50 nm Al films can also be done. Figure 5.12 shows the difference of the unwrapped
phase from the measurement for the RAC (ϕa f ter − ϕbe f ore). Here, ϕa f ter is the measured
phase after the plate is added, and ϕbe f ore is the measured phase before the plate is added.
The phase jump shown in Figure 5.12, ∆ϕ10 = −940.0◦, should be due to the incorrect
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Figure 5.12: Measured phase jumps generated by the added Al stripes.
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5.3 Experiments for phase compensation

360◦ phase unwrapping, so we removed −720◦ from it, and left −220◦ for the calculation.
For ∆ϕ11 = −160.0◦ and ∆ϕ12 = 80.0◦, their signs are both not correct according to
their stripe width change. So we added the 360.0◦ phase correction for both of them;

then they changed to ∆ϕ11 = 200.0◦ and ∆ϕ12 = −290.0◦. The value of
(

v f ree
p −vm

p

v f ree
p ·vm

p

)
i

is

calculated again according to the phase difference listed in Table 5.2, and is plotted in
Figure 5.13. The averaged value for all these 12 points (the first point as the ∆ϕ = 0◦) is
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Figure 5.13:
(

v f ree
p −vm

p

v f ree
p ·vm

p

)
i
extraction according to the measured phase jumps shown in Table

5.2.

about 2.44 ·10−6s/m, which also fits well to the FEM/BEM simulated value 2.71 ·10−6s/m
shown in the previous section.

From the above experiments, we conclude the following design rules for 50 nm Al
phase compensation stripes.

1. The phase stripe should not have an abrupt width change, otherwise magnitude
attenuation peaks will appear as shown in Figure 5.7.

2. For the phase compensation constant
(

v f ree
p −vm

p

v f ree
p ·vm

p

)
of 50 nm Al stripes, we may use

the value 2.44 · 10−6 s/m for the calculation of phase compensation stripe width
according to Equation 5.8.
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6 Developed RAC filters

In Chapter 1, the specifications of the two developed RAC filters during the PhD is listed
in Table 1.2. In the following we shall discuss the development of these two types of RAC
filters in detail including the design, fabrication and measurement.

6.1 Development of RAC filter I
The first RAC filter we have developed with good performance (filter I in Table 1.2) is
centered at fc = 1 GHz, with bandwidth B = 400 MHz and dispersive delay T = 10 µs. It
is a down chirp filter with time bandwidth product BT = 4000.

6.1.1 Design parameters of RAC filter I
The optimized IDT and also groove array aperture W is chosen to be 550 µm according
to:

W = 2 · La =
vpx · T
√

B · T
≈ 552µm. (6.1)

Here vpx is the SAW phase velocity along the Z-axis of LiNbO3.
The IDT used in RAC filter I is eight electrodes with one pair reverted transducer

centered at 1 GHz, its geometry is as shown in Figure 3.3. The performance of this kind
of IDT is discussed in detail in Chapter 3. We used the duty cycle weighted rectangular
groove array to obtain a desired rectangular filter passband shape, therefore, to achieve
the minimum compressed pulse main lobe width. The uniform groove depth of the groove
array is 40 nm.

6.1.2 Magnitude optimization for RAC filter I
In order to find the required groove array duty cycle profile w

λ
( f ) for realizing a desired

rectangular passband shape, a magnitude optimization routine is developed.
The routine first read in the the measured IDT S parameters, then time gating is per-

form as described in Chapter 3. The read in transduction loss curve of the IDT is shown
in Figure 6.1a and its time gated smooth curve is shown in Figure 6.1b.

The reflection loss of the unweighted groove array of RAC filter I can be simulated
using the stationary phase approximation as described in Chapter 2 using Equation 2.21.
The result is shown in Figure 6.2.

The SAW propagation loss can be simulated according to Equation 2.26, and the result
is shown in Figure 6.3.
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(a) Measured IDT S 21 magnitude. (b) Time gated IDT S 21 magnitude.

Figure 6.1: Upper one is the measured S 21 magnitude for the aperture W = 550 µm and
eight electrodes transducer with one pair reverted IDT (the structure is shown in Figure
3.3). The lower one is its performance after the time gating shown in Chapter 3.

Figure 6.2: The simulated reflection loss for RAC filter I before weighting is applied.

With the measured IDT transduction loss and simulated reflection loss and SAW prop-
agation loss for the unweighted groove array, the total RAC insertion loss (in dB) was
synthesized according to Equation 6.2, and the synthesized result is shown in Figure 6.4.

IL( f ) = R( f ) + IDT ( f ) + PropLoss( f ) (6.2)

Equation 6.2 is similar to Equation 2.24, but the transmission loss of the SAW propagating
through grooves on its path was not taken into account (filter I was developed at the begin-
ning of this work). From Figure 6.4, one see that the magnitude nonuniformity is about 12
dB in the 400 MHz bandwidth. To obtain a desired rectangular filter response, duty cycle
weighting method is used to correct the 12 dB nonuniformity as described in Chapter 4.
The filter magnitude correction factor Magcorr( f ) for duty cycle weighting is calculated
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6.1 Development of RAC filter I

Figure 6.3: The simulated SAW propagation loss in RAC filter I.

Figure 6.4: Insertion loss simulation for RAC filter I before weighting is applied.

using Equation 4.6. The desired filter response Magdesired( f ) = −42 dB is chosen, as this
value is the lowest magnitude in the 400 MHz filter working bandwidth in Figure 6.4. By
doing this, after the magnitude optimization the filter can achieve lowest insertion loss
(maximum efficiency) and also the weighting can be minimum. According to Equation
4.11, the optimized duty cycle profile of the groove array can be calculated as shown in
Figure 6.5. This duty cycle profile will then be used to add duty cycle modulation to the
unweighted groove array structure.

The RAC’s reflection loss become as shown in Figure 6.6 after the above duty cycle
optimization. One can see that the reflection loss is below 0 dB in the 400 MHz filter
bandwidth. It implies that the reflectivity of the groove array is small enough and the
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Figure 6.5: Optimized duty cycle profile for RAC filter I.

SAW multiple reflection in the array is, therefore, low.

Figure 6.6: The simulated reflection loss of the groove array after duty cycle optimization.

The total insertion loss of RAC filter I after the duty cycle weighting can be simulated
as discussed in Chapter 2 (the blue line as shown in Figure 6.17). Althrough the trans-
mission loss is not included in the optimization routine of RAC filter I, it is included in
this simulation for the purpose of comparison. If we compare the simulated insertion loss
with the experimental result as shown in Figure 6.17, one can see that they fit each other
well and the difference is less than 3 dB. It shows that the magnitude optimization routine
discussed above have good precision.
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Figure 6.7: Comparison between the simulated (blue line) and measured (red line) inser-
tion loss of RAC filter I with optimized duty cycle profile.

6.1.3 Dose variation for groove array exposure

For the exposure of the duty cycle weighted groove array in RAC filter I, we use linearly
decreasing e-beam dose along the array. The whole groove array is divided into eight
sections of equal length as shown in Figure 6.8. The exposure dose for the first and the
last section was determined experimentally. The exposure dose for other sections is then
linearly interpolated between the first and the last section.

Figure 6.8: Layout of RAC filter I. Linear dose interpolation is used for duty cycle
weighted groove array exposure. Each color in the groove array is exposed using a unique
dose. The exposure dose for the first and last section was determined experimentally. The
exposure dose for the other section are linearly interpolated in between.
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6.1.4 Measurement result and discussion
The measured filter insertion loss is shown in Figure 6.17, the red line. We can see
that it is quite flat in the whole 400 MHz working bandwidth, but still there is a 4 dB
slope. According to the comparison between the blue line and the red line as shown in
Figure 6.17, we can see that about 2 dB slope in the measurement is due to the groove
array transmission loss. If we include the transmission loss in the duty cycle optimization
routine, this 2 dB slope of the blue line will disappear. The origin for the rest 2 dB slope
in the measurement is still not clear.

The other measured performances are plotted in Figure 6.9 and Figure 6.10. The
compressed pulse in Figure 6.10b showed a quite narrow main lobe. This implies that the
filter has a quite good rectangular passband shape after the duty cycle optimization. But
the side lobe is quite high (the ideal sinc function side lobe suppression is 13.6 dB, here
we only have about 7 dB). This implies that the phase deviation of the RAC is still too
high (ϕrms ≈ 19◦). Phase compensation is needed to suppress this high side lobe in the
compressed pulse.

6.2 Development of RAC filter II
After the development of RAC filter I, we focused on the development of the B = 400 MHz,
T = 20 µs and fc = 1 GHz RAC filter (filter II in Table 1.2). It is a down chirp filter with
time bandwidth product BT = 8000.

6.2.1 Design parameters for RAC filter II
The optimized aperture of the IDT and groove array of filter II can be calculated similarly
as filter I according to Equation 6.1; and therefore we choose 780 µm. The uniform depth
of the groove array is chosen to be 20 nm; using this depth, the multiple reflection in the
groove array is quite low. The IDT is of the same structure as the one in RAC filter I,
except the aperture is longer.

6.2.2 Magnitude optimization
The magnitude optimization of RAC filter II is similar to the optimization process dis-
cussed in last section for RAC filter I. Here we only discuss the difference and give the
related plots.

For the magnitude optimization process of RAC filter II, as the transmission loss was
taken into account, the duty cycle optimization can not be done by once. Due to the energy
conservation law, if the duty cycle profile of the groove array changes, the reflection loss
and transmission loss both will change; but we only do the optimization by modifying the
groove array’s reflection loss, thus an iterative optimization procedure is needed. It is a
simulation-optimization loop; at the end of every loop, we evaluate the difference between
the optimized magnitude and the desired magnitude, the difference will be used for the
next round duty cycle correction. By doing this, the filter magnitude approaches to our
desired value rapidly; after three times of iterations, the difference between the optimized
magnitude and our desired magnitude will converge to less than 0.5 dB. The total RAC

98



6.2 Development of RAC filter II

(a) Measured quadratic phase of RAC filter I.

(b) Measured phase deviation from ideal quadratic dependency of RAC filter
I. The root mean square value of the deviation in the 400MHz bandwidth is
18.91◦.

Figure 6.9: Measured phase and the phase deviation of RAC filter I.

insertion loss is synthesized in Figure 6.14, we see that the magnitude nonuniformity in
the 400 MHz bandwidth is about 18 dB. In Figure 6.17 we can see that there is a small
peak in the measured magnitude at around 975 MHz. This attenuation is caused by a
small scratch on the grooves, which is not expected. It shows that for SAW filters, any
imperfections on the structures can cause serious problem to the filter performance, e.g.
particles and scratches.
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6 Developed RAC filters

(a) Measured linear chirp delay of RAC filter I.

(b) Calculated compressed pulse (in dB) from the response of RAC filter I.
The pulse main lobe -3dB width is 2.319 ns, the ideal sinc fuction main lobe
-3 dB width is 2.213 ns.

Figure 6.10: Measured group delay and compressed pulse of RAC filter I.

6.2.3 Dose variation for groove array exposure

For the exposure of the duty cycle weighted groove array in RAC filter II, we used another
dose variation strategy. In order to figure out the proper exposure dose for this structure,
we used the Monte Carlo simulation for the e-beam exposure dose evaluation, the influ-
ence of the forward and backward scattered electron’s proximity effect is included (the
proximity effect is discussed in Appendix C). From the simulation result, we found that
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6.2 Development of RAC filter II

(a) Measured IDT S 21 magnitude for filter II. (b) Time gated IDT S 21 magnitude for filter II.

Figure 6.11: Upper one is the measured S 21 magnitude for aperture W = 780 µm and eight
electrodes transducer with one pair reverted transducer as shown in Figure 3.3. The lower
one is its performance after the time gating as shown in Chapter 3.

(a) Groove array reflection loss simulation for RAC
filter II before weighting is applied.

(b) Groove array transmission loss simulation for
RAC filter II before weighting is applied.

Figure 6.12: The simulated reflection loss and transmission loss of the groove array in
RAC filter II before the weighting is applied.

the correct exposure dose should be linearly dependent on the groove’s duty cycle. We
then divided the whole layout into 20 segments according to the groove’s duty cycle, each
segment is with 2.5% duty cycle variation (20 segments cover 0 - 50% of groove’s duty
cycle). The exposure dose is specified to different segments inverse proportionaly to the
duty cycle value of the grooves in the segment. The layout becomes Figure 6.18, each
color in a segment represent a layer for a unique exposure dose.

6.2.4 Measurement result and discussions
The measured insertion loss of RAC filter II is shown in Figure 6.17 in last subsection.
The follows are plots for other measurement results.
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6 Developed RAC filters

Figure 6.13: The simulated SAW propagation loss in RAC filter II.

Figure 6.14: Synthesized insertion loss for RAC filter II before weighting is applied.
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6.2 Development of RAC filter II

Figure 6.15: Optimized duty cycle profile of RAC filter II.

(a) Filter II groove array reflection loss simulation
after the duty cycle weighting.

(b) Filter II groove array transmission loss simula-
tion after the duty cycle weighting.

Figure 6.16: The simulated reflection loss and transmission loss of the groove array after
the duty cycle profile of the groove array is optimized.
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6 Developed RAC filters
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Figure 6.17: Comparison between the simulated (blue line) and measurement (red line)
insertion loss of RAC filter II after the duty cycle profile of the groove array is optimized.

Figure 6.18: Layout of RAC filter II. Duty cycle dependent exposure dose is used in the
lithography of weighted groove array. Each color in the layout represent a layer for a
unique exposure dose.
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6.2 Development of RAC filter II

(a) Measured quadratic phase of RAC filter II.

(b) Measured phase deviation from ideal quadratic dependency of RAC filter II.
The root mean square value of the phase deviation in the 400MHz bandwidth
is 15.63◦.

Figure 6.19: Measured phase and phase deviation of RAC filter II.

105



6 Developed RAC filters

(a) Measured linear chirp delay of RAC filter II.

(b) Calculated compressed pulse (in dB) from the response of RAC filter II.
The pulse main lobe -3dB width is 2.216 ns, the ideal sinc fuction main lobe
-3 dB width is 2.213 ns.

Figure 6.20: Measured group delay and compressed pulse of RAC filter II.
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7 Summary and conclusion

7.1 Estimation of available RAC parameters on YZ-LiNbO3

7.1.1 The maximum bandwidth on YZ-LiNbO3

For down chirp filter fabricated on YZ-LiNbO3, the maximum realizable bandwidth is
determined by the piezoelectric material’s elctrical-mechanical coupling coefficient K2

e as
shown in Equation 7.1 [13].(

Bopt

fc

)
−3 dB

=
1

Nopt
=

√
1.4355 · K2

e (7.1)

This equation is the approximation of the optimized bandwidth of the matched IDT on
certain material. If we take the value for K2

e = 4.5% on YZ-LiNbO3, the maximum
fractional bandwidth can be calculated as follows Bopt

fc
≈ 25%.

Figure 7.1: Theoretical maximum acoustic fractional bandwidth (%) versus insertion loss,
for SAW filters with bidirectional IDTs on ST-quartz and YZ-LiNbO3 [14].

For the matched bidirectional IDT with bandwidth less than this value, the insertion
loss is rather small with only a 6 dB bidirection loss and other small loss items such as
propagation loss etc. When the bandwidth of the IDT pair required is larger than this
value, the insertion loss will increase (see Figure 7.1). So in order to find the trade-off

between the bandwidth and the insertion loss, the number of finger pairs in the IDT needs
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7 Summary and conclusion

to be decided carefully. Therefore, for the estimation of the largest bandwidth of RAC
type filter, if we use the center frequency fc = 1.5 GHz, then for the 25% optimized
fractional bandwidth, the bandwidth could be Bmax = fc · 25% ≈ 400 MHz.

In Appendix A.3, B = 700 MHz, fc = 1.35 GHz pair reverted IDT is used. It is
already beyond the optimized maximum bandwidth, so sacrifaction on the insertion loss
is unavoidable (insertion loss is -47 dB for IDT at f = 1.7 GHz). After the duty cycle
amplitude weighting, the magnitude for this B = 700 MHz, T = 10 µs and fc = 1.35 GHz
RAC filter can be -56 dB, it is already very low. So for using the large bandwidth uniform
IDT in the RAC, the dispersive delay can hardly be extended any more. Some special type
of large bandwidth and very low loss transducer design (e.g. single phase unidirectional
IDT) is needed, which will be discussed in the future work section.

7.1.2 The maximum dispersive delay on YZ-LiNbO3

The maximum dispersive delay of the RAC type filter is determined by the maximum
achievable chip size and also by the acceptable SAW propagation loss. If we use the 4
inches YZ-LiNbO3 wafers, which is the largest size that is possible to be installed in our
e-beam lithography machine EBPG5000+ in PTB. The diameter of the 4 inches wafer is
about 100 mm, so the maximum usable length on the wafer can be about 80 mm; then,
we can estimate the largest achievable dispersive delay for RAC type filters on 4 inch
YZ-LiNbO3 wafers as follows:

Tmax =
2 · Lmax

vp
=

2 · 80mm
3488m/s

≈ 45µs

7.1.3 The maximum time bandwidth product (BT ) on YZ-LiNbO3

Several kinds of RAC setups are simulated in Chapter 6 and Appendix A, two types were
developed (as shown in Chapter 6). It is possible to develope another three types with
performances simulated as shown in Appendix A from A.1 to A.3.

In Appendix A.2 for the B = 400 MHz, T = 40 µs and fc = 1 GHz down chirp RAC
filter, in order to have a rectangular passband, very heavy duty cycle amplitude weighting
is needed. For using the duty cycle weighting profile obtained in A.2, the smallest groove
width in the perpendicular groove direction will be only about 100 nm:

wmin =
3.488 µm/ns

1.2 GHz
· 5% ·

1
√

2
≈ 100nm

For the high frequency end grooves after 5% duty cycle weighting, this is too small and
already very close to the 10 nm critical dimension for e-beam lithography. The groove
width would be very difficult to control in real fabrication at that scale. So we can see that
for the time bandwidth product of the 1GHz center frequency RAC filter, BT = 16 000 is
already on the boundary of the fabrication limitations for using e-beam lithography.

7.2 Future work
For the future of larger bandwidth, larger dispersive delay and less insertion loss disper-
sive delay lines, the following work in other directions can still be tried.
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7.2 Future work

1. From Equation 7.1, the IDT optimized bandwidth is determined by the electro-
mechanical coupling coefficient of the piezoelectric substrate material. Therefore,
using large electro-mechanical coupling coefficient materials would be very inter-
esting. From some of the publications [60; 61; 62], potassium niobate (KNbO3)
is favoured by many researchers, as its K2

e can reach up to about 53%, which is
roughly more than 10 times the value of LiNbO3. So theoretically the maximum
fractional bandwidth of IDT on KNbO3 could reach up to 87%. However, the 4 inch
wafers for KNbO3 are not available yet commercially. Also before building RAC
devices on it, there will be many other problems to be studied relating the design of
the reflective array.

2. To find ways of reducing propagation loss, one of the possibilities could be to make
filters working in extremely low temperatures.

From the filter magnitude optimization simulations shown in Chapter 6 and Ap-
pendix A, we can see that as the dispersive delay of the filter increases, the prop-
agation loss item increases drastically. It becomes a dominant item in the whole
RAC insertion loss when the dispersive delay is long (i.e.T ≥ 20µs).

This part of the insertion loss is caused by the interactions between the SAW
phonons and thermal lattice wave of the crystal. If the filter is working at extremely
low temperatures of about only several K (e.g. 4.2 K for liquid helium environ-
ment), then the thermal lattice wave of the crystal will be very weak, and the scat-
tering of the SAW phonons by the thermal lattice wave will be small, and this will
lead to a very small SAW propagation loss. With a small intrinsic SAW propagation
loss item, the insertion loss of the dispersive delay line can be greatly reduced, es-
pecially for the very long dispersive delay RAC filters. Also, when the temperature
is low enough (e.g. 4.2 K), due to the super conducting effect, the ohmic loss of the
IDT fingers can disappear. Then the thickness of the IDT can be very thin and the
aperture of the IDT could be as wide as we need without introducing more losses
by the finger ohmic resistance.

Nowadays, the low temperature environment is more and more easily realizable.
Also the mass and volume of the cooling machines are becoming smaller and
smaller, mini portable cooling machines are already used in some high tempera-
ture superconducting antennas and transmission line filters [82]. Therefore, the low
temperature RAC filters may become very practical in the future. For space applica-
tions it may be very interesting especially to take advantage of the low temperature
environment available in outer space for the instruments.

3. In currently used IDTs, due to the very large bandwidth required, the number of
finger pairs is very small. This leads to a large transduction loss of the IDT, usu-
ally about -30 dB (see Chapter 6 and Appendix A) and more. For the total RAC
insertion loss, it is around the level of -50 dB, and we can see that the IDT loss item
contributes about 60%. It should, therefore, definitely be reduced.

One of the options could be using SPUDT (Single Phase UniDirectional Trans-
ducer) [65] [66]. This kind of transducer could eliminate the -6 dB bidirection loss
of the bidirectional interdigital transducers. The basic principle is to insert a reflec-
tor in each period of the IDT, then the SAW generated on one direction is reflected
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7 Summary and conclusion

back by several percent in each period. For a certain number of periods, the total
reflectivity of the IDT to one direction could be quite high even approaching 100%,
then the -6 dB bidirection loss is greatly reduced. The disadvantage is that in order
to reach such a high reflectivity to a certain direction, the number of periods must be
large (assuming we have a fixed reflectivity in each period), otherwise it is hard to
get certain unidirectivity, and this will lead to reduced bandwidth of the transducer
(for SPUDT the fractional bandwidth is normally only about 5%). So dispersive
SPUDT structures [63] are needed to obtain a quite wide bandwidth. Some struc-
tures can be studied, such as chirp SPUDT or fan SPUDT; these structures may
satisfy our requirements for large bandwidths without sacrificing the insertion loss
very much.

However, other problems may arise using the two structures mentioned above: for
chirp SPUDT on YZ-LiNbO3, the BAW scattering might be quite high for SAW
propagating under the inactive electrodes (especially for the up chirp IDT), this
needs to be verified experimentally and needs to be circumvented; and for fan
SPUDT, the design of the reflective array will be quite difficult.

4. To reduce the SAW propagation loss for long dispersive delay chirp filter, another
method that could be using very fast SAW velocity materials, such as sapphire,
yttrium aluminium garnet (YAG) and diamond. For example, the SAW velocity
can reach up to about 6000 m/s on sapphire and 9000 m/s on diamond. These
materials have very low propagation losses of the SAW. For example for sapphire,
the propagation loss of the SAW at 1 GHz is only about 1/5 of the loss on YZ-
LiNbO3.

However, the materials mentioned above, have cubic symmetry, the electro-mechanical
coupling coefficients being zero. Therefore, strong piezoelectric films are needed
to excite the SAW on these substrates, such as LiNbO3 and KNbO3. Very special
film deposition techniques are needed to deposit these piezoelectric films ideally
with monocrystals. Tools like chemical vapor deposition (CVD) can be used for
the fabrication of such LiNbO3 and KNbO3 films.
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A Magnitude optimization of RACs
(simulations)

A.1 B = 400 MHz, T = 30 µs, fc = 1 GHz RAC
IDT design: fc = 1 GHz, B f = 8, W = 960 µm, PRT, as in Figure 3.3. Groove array
design: uniform depth: 30 nm, optimized groove duty cycle.

Filter specification: B = 400 MHz, T = 30 µs, fc = 1 GHz, down chirp; Insertion loss: IL
= -57 dB as shown in Figure A.2d.

(a) Measured IDT S 21 magnitude. (b) Time gated IDT S 21 magnitude.

(c) Unweighted groove array reflection loss. (d) Unweighted groove array transmission loss.

Figure A.1: Magnitude optimization for B = 400 MHz, T = 30 µs, fc = 1 GHz RAC filter
(part 1).
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A Magnitude optimization of RACs (simulations)

(a) SAW propagation loss. (b) Unweighted RAC insertion loss.

(c) Duty cycle profile. (d) RAC insertion loss after duty cycle weighting.

(e) Reflection loss of weighted groove array. (f) Transmission loss of weighted groove array.

Figure A.2: Magnitude optimization for B = 400 MHz, T = 30 µs, fc = 1 GHz RAC filter
(part 2).
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A.2 B = 400 MHz, T = 40 µs, fc = 1 GHz RAC

A.2 B = 400 MHz, T = 40 µs, fc = 1 GHz RAC
IDT design: fc = 1 GHz, B f = 8, W = 960 µm, PRT, as in Figure 3.3. Groove array
design: uniform depth: 30 nm, optimized groove duty cycle.

Filter specification: B = 400 MHz, T = 40 µs, fc = 1 GHz, down chirp; Insertion loss: IL
= -63 dB as shown in Figure A.4d.

(a) Measured IDT S 21 magnitude. (b) Time gated IDT S 21 magnitude.

(c) Unweighted groove array reflection loss. (d) Unweighted groove array transmission loss.

Figure A.3: Magnitude optimization for B = 400 MHz, T = 40 µs, fc = 1 GHz RAC filter
(part 1).
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A Magnitude optimization of RACs (simulations)

(a) SAW propagation loss. (b) Unweighted RAC insertion loss.

(c) Duty cycle profile. (d) RAC insertion loss after duty cycle weighting.

(e) Reflection loss of weighted groove array. (f) Transmission loss of weighted groove array.

Figure A.4: Magnitude optimization for B = 400 MHz, T = 40 µs, fc = 1 GHz RAC filter
(part 2).
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A.3 B = 700 MHz, T = 10 µs, fc = 1.35 GHz RAC

A.3 B = 700 MHz, T = 10 µs, fc = 1.35 GHz RAC
IDT design: fc = 1.35 GHz, N f = 8, W = 960 µm, PRT, as in Figure 3.3. Groove array
design: uniform depth: 40 nm, optimized groove duty cycle.
The PRT is simulated using FEM/BEM (supplied by Dr. Victor Plessky); Parasitic and
matching: Cpak = 1.0 pF, Lseries = 10 nH.

Filter specification: B = 700 MHz, T = 10 µs, fc = 1.35 GHz, down chirp; Insertion
loss after duty cycle optimization: IL = -56 dB as shown in Figure A.6d.

(a) Measured IDT S 21 magnitude. (b) Time gated IDT S 21 magnitude.

(c) Unweighted groove array reflection loss. (d) Unweighted groove array transmission loss.

Figure A.5: Magnitude optimization for B = 700 MHz, T = 10 µs, fc = 1.35 GHz RAC
filter (part 1).
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A Magnitude optimization of RACs (simulations)

(a) SAW propagation loss. (b) Unweighted RAC insertion loss.

(c) Duty cycle profile. (d) Unweighted RAC insertion loss.

(e) Weighted groove array reflection loss. (f) Weighted groove array transmission loss.

Figure A.6: Magnitude optimization for B = 700 MHz, T = 10 µs, fc = 1.35 GHz RAC
filter (part 2).
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B Frequency dependent single
electrode parameter extraction for
TS1, TS2 and TS3 on 128◦ YX
LiNbO3

All the average values ‘aver’ are averaged in the frequency range from 950 MHz to
1050 MHz.

117



B Electrode parameter extraction from TS1, 2 and 3

B.1 TS1, electrode: a = 0.8 µm, a/p = 0.4, h = 100 nm

(a) Reflection coefficient magnitude r. (b) Reflection coefficient phase ΦR.

(c) Transmission coefficient magnitude t. (d) Transmission coefficient phase ΦT .

(e) Scattered energy Esc = 1 − r2 − t2 to bulk wave. (f) Propagation loss coefficient in dB/λ.

Figure B.1: Parameter extractions from TS1 for floating electrode: a = 0.8 µm, a/p = 0.4,
h = 100 nm.
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B.2 TS2, electrode: a = 1.2 µm, a/p = 0.6, h = 200 nm

B.2 TS2, electrode: a = 1.2 µm, a/p = 0.6, h = 200 nm

(a) Reflection coefficient magnitude r. (b) Reflection coefficient phase ΦR.

(c) Transmission coefficient magnitude t. (d) Transmission coefficient phase ΦT .

(e) Scattered energy Esc = 1 − r2 − t2 to bulk wave. (f) Propagation loss coefficient in dB/λ.

Figure B.2: Parameter extractions from TS2 for floating electrode: a = 1.2 µm, a/p = 0.6,
h = 200 nm.
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B Electrode parameter extraction from TS1, 2 and 3

B.3 TS3, electrode: a = 1.0 µm, a/p = 0.5, h = 100 nm

(a) Reflection coefficient magnitude r. (b) Reflection coefficient phase ΦR.

(c) Transmission coefficient magnitude t. (d) Transmission coefficient phase ΦT .

(e) Scattered energy Esc = 1− r2 − t2 to bulk wave. (f) Propagation loss coefficient in dB/λ.

Figure B.3: Parameter extractions from TS3 for floating electrode: a =1.0 µm, a/p =0.5,
h = 100 nm.
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C Electron beam lithography

C.1 Advantages and drawbacks of e-beam lithography
[80] Electron beam lithography (EBL) is the process of forming patterns by using a fo-
cused electron beam. Such a beam can be readily scanned and accurately positioned on
the substrate to expose e-beam resist. The main advantages of EBL over optical lithogra-
phy can be as follows:

1. EBL provides the ability to produce patterns with the critical dimension (CD) to
about only 10 nm (single line) on a wafer, without the use of a mask and under
control of a computer.

2. An e-beam can be used to accurately detect features on a substrate. This ability can
be used to provide extremely accurate layer-to-layer registration.

The first advantage listed above is possible, because for the energies used in the EBL sys-
tems, the electrons’ wavelengths are in the order of 0.02-0.05 nm. Hence, the diffraction
effects which limit resolution in optical lithography (CD is about 60 nm) are avoided.

There are, however, still several drawbacks to the EBL including:

1. Its resolution is limited by the fact that the electrons are forward scattered in the
resist and back scattered from the substrate. This results in exposure of the resist
outside the desired areas. This kind of scattering will be discussed in detail in the
last section.

2. EBL is very slow when compared to optical projection systems. As for the e-beam
exposure, it is like drawing large patterns using an e-beam pencil with a spot size of
around 25 nm, e.g. for a groove array pattern of the T = 10 µs RAC filter, the typical
exposure time is about 30 minutes using an EBPG5000+ lithography machine.

C.2 Building blocks of the EBPG5000+ electron beam
lithography machine

The photograph of this lithography machine in the clean room center of PTB is shown in
Figure C.1. The building blocks of the machine are shown in Figure C.2. From this block
diagram we can see that there are seven main sub-systems for this device:

1. The electron source (electron gun). It is used to generate the electron beam with a
certain current density for exposures.
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C Electron beam lithography

Figure C.1: Photo of the EBPG5000+ e-beam lithography system in the clean room center
of PTB.

Figure C.2: Block diagram of the EBPG5000+ e-beam lithography system.

2. The magnification or focus lens. There are two levels of condenser lens to focus the
e-beam into a small diameter spot to improve the resolution and to make the current
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C.3 Electron scattering and proximity effect

density in the small spot higher for reducing the resist exposing time.

3. Pattern generator controlled beam blanker and beam deflection system. The e-
beam blanker is used to switch on or off the e-beam during exposures with re-
quirements; and the beam deflection system will deflect the e-beam in a maximum
160 µm × 160 µm area for exposure writing (the area is dependent on the exposure
resolution and also the accelaration voltage; 160 µm × 160 µm is when the resolu-
tion is 2.5 nm and the accelaration voltage is 50 kV). The deflection is controlled
by a 16-bit digital to analog convertor (DAC) to have up to 2.5 nm addressing preci-
sion. The beam blanker and the deflection system are both under the control of the
pattern generator according to the exposure patterns it has generated from layouts
uploaded to the computer system.

4. The scanning electron microscope (SEM) detector is used to monitor the exposure
process by the operator.

5. The wafer holder table holds the wafer, and when a maximum 160 µm × 160 µm
area for the deflection system is exposed, then the interferometer table control sys-
tem will control the table to move the wafer to the next unexposed area in sub-
nanometer precision.

6. The vacuum system for the working area supplies the exposure working vacuum
condition, and the vibration damping system reduces the influence of the mechani-
cal noises generated by the outside environment.

7. The computer system contains the required software interface for operating the
whole system and handles the data analysis for the uploaded layout.

C.3 Electron scattering and proximity effect
During e-beam exposure the electrons entering the resist are scattered (forward and back)
by interaction with the atoms of the resist and the substrate. Most of the electrons are
forward scattered through small angles (≤ 90◦) from their original direction. This actually
broadens the beam. Some of the electrons experience large-angle backscattering (e.g.
≥ 180◦), causing them to return toward the surface. Figure C.3 and Figure C.4 shows
the results of a Monte Carlo simulation (supplied by Dr. Thomas Weimann of PTB) of
trajectories for 200 electrons projected on to the paper plane for 20 and 50 keV point
sources with a 25 nm size.

Firstly we can see that the scattering broadens the incident electron beam in the resist
(see Figure C.3). The broadening effect will put limitations on the density of the exposed
structures. Therefore, in order to reduce this broadening effect, a higher acceleration
voltage is used. For our exposure for the reflective groove array we usually use 50 kV
rather than 20 kV. The difference of the broadening effect for the beam of 20 and 50 keV
can be seen in Figure C.3. This results in a developed image wider than anticipated from
the beam diameter alone. Such scattering is, thus, one of the mechanisms that limits the
minimum linewidth.
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C Electron beam lithography

(a) Simulation for 20 keV electron beam.

(b) Simulation for 50 keV electron beam.

Figure C.3: Monte Carlo simulation of trajectories for 200 electrons in Cr (20 nm)/PMMA
(220 nm)/YZ-LiNbO3 for 500 nm depth.

Secondly the electrons backscattered from the LiNbO3 substrate return through the
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C.3 Electron scattering and proximity effect

(a) Simulation for 20 keV electron beam.

(b) Simulation for 50 keV electron beam.

Figure C.4: Monte Carlo simulation of trajectories for 200 electrons in Cr (20 nm)/PMMA
(220 nm)/YZ-LiNbO3 for 18 000 nm depth.

resist, contributing to additional resist exposures (see Figure C.4). Since the scattering
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C Electron beam lithography

can extend over several microns, closely spaced patterns will receive electrons from the
exposure of their neighbors; this is termed the proximity effect. Hence, for periodical
patterns the minimum structure scale can only reach to about 40 nm. When using a 20
kV accelaration voltage (in Figure C.4 on the left), we can see that compared to a 50 kV
acceleration voltage (in Figure C.4 on the right) the backscattering range is smaller but
the electron density is higher. When using a 50 kV acceleration voltage, the proximity
effect range is much wider, but the electron density of the backscattering is much lower,
giving less exposures. This is also the reason for us to use the 50 kV acceleration voltage.
The proximity effect forces us to vary the dose depending on the line width and also
the density of the pattern. In other words, for the patterns with a very small line width
and quite a high structure density, due to the proximity effect discussed above, it is not
possible to get the required exposure using a uniform e-beam dose. That is the reason why
we use a varying dose for exposures of the duty cycle weighted groove array described in
the Section 4.3.3 of Chapter 4.
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D Fabrication processes flow for RACs

Process Related Parameters
1 spin coating PMMA: 200k 4%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 220 nm
2 spin coating PMMA: 950k 2%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 130 nm
3 Cr

evaporation∗
chromium (Cr); rate: 0.2 nm/s; thickness: 30 nm

4 e-beam expo-
sure

e-beam lithography using EBPG5000+; layout: markers

5 Cr etching 2 minutes in acid
6 develop 60 s in Glasgower∗∗ (developer) and 60 s in isopropanol (stopper)
7 markers evap-

oration
chromium (Cr), rate: 0.1 nm/s, thickness: 10 nm; gold palladium (AuPd),
rate: 0.2 nm/s, thickness: 60 nm

8 lift off one day in acetone
9 spin coating PMMA: 200k 9%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 1800 s; h = 860

nm
10 Cr evaporation chromium (Cr); rate: 0.2 nm/s; thickness: 30 nm
11 e-beam expo-

sure
e-beam lithography using EBPG5000+; layout: groove array

12 Cr etching 2 minutes in acid
13 develop 120 s in Glasgower (developer) and 120 s in isopropanol (stopper)
14 ion beam etch-

ing
Argon, pressure: 8 pa, ion beam current: 23 mA; etching rate: 0.12
nm/s; depth: determined by etching time according to design requirements.
(physical bombardment etching)

15 lift off one day in acetone
16 spin coating PMMA: 200k 4%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 220 nm
17 spin coating PMMA: 950k 2%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 130 nm
18 Cr evaporation chromium (Cr); rate: 0.2 nm/s; thickness: 30 nm
19 e-beam expo-

sure
e-beam lithography using EBPG5000+; layout: IDT

20 Cr etching 2 minutes in acid
21 develop 60 s in Glasgower (developer) and 60 s in isopropanol (stopper)
22 IDT evapora-

tion
aluminium (Al); rate: 0.2 nm/s; thickness: 200 nm

continued on next page
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D Fabrication processes flow for RACs

continued from previous page
Process Related Parameters

23 lift off one day in acetone
24 spin coating PMMA: 200k 4%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 220 nm
25 dicing automatic dicing saw; feeding: 1 mm/s; diamond blade rotating: 25000

rpm
26 lift off one day in acetone
27 encapsulation assemble the chip and case into a working filter
28 matching adjust the matching network according to measurement
29 measure measure the filter using VNA and analyze the phase deviation
30 spin coating PMMA: 200k 4%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 220 nm
31 spin coating PMMA: 950k 2%; spin: 2000 rpm, 90 s; bake: 160 ◦C, 600 s; h = 130 nm
32 Cr evaporation chromium (Cr); rate: 0.2 nm/s; thickness: 30 nm
33 e-beam expo-

sure
e-beam lithography using EBPG5000+; layout: phase plate

34 Cr etching 2 minutes in acid
35 develop 60 s in Glasgower (developer) and 60 s in isopropanol (stopper)
36 phase plate

evaporation
aluminium (Al); rate: 0.2 nm/s; thickness: 50 nm

37 lift off one day in acetone

Table D.1: Fabrication processes flow for RAC devices using lift-off technique and e-
beam lithography

∗ In the above processes, the 30 nm Cr evaporations before every e-beam exposure
are for two purposes: 1. To avoid charging on the substrate surface which will influence
the height measurement for the e-beam system. 2. To make the substrate reflective and
conductive for the electron beams.

∗∗ The composition of the ‘Glasgower’ developer is: 74.25% 2-propanol (IPA); 24.75%
methyl-4-pentanon (MIBK); 1% ethyl-methyl-keton (MEK).
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E Transformation between S, Y and Z
parameters [81]

1. Transformation from the S parameter to the Z parameter.

Z11 = Z0
(1 + S 11)(1 − S 22) + S 12S 21

Ψ1

Z22 = Z0
(1 − S 11)(1 + S 22) + S 12S 21

Ψ1

Z12 = Z0
2S 12

Ψ1
, Z21 = Z0

2S 21

Ψ1

In the above equations: Z0 = 50Ω is the characteristic impedance of the system and

Ψ1 = (1 − S 11)(1 − S 22) − S 12S 21

2. Transformation from the Z parameter to the Y parameter.

Y11 =
Z22

∆Z
, Y22 =

Z11

∆Z

Y12 = −
Z12

∆Z
, Y21 = −

Z21

∆Z
In the above equations:

∆Z = Z11Z22 − Z12Z21

3. Transformation from the Y parameter to the S parameter.

S 11 =
(1 − Z0Y11)(1 + Z0Y22) + Y12Y21Z2

0

Ψ2

S 22 =
(1 + Z0Y11)(1 − Z0Y22) − Y12Y21

Ψ2

S 12 =
−2Y12Z0

Ψ2
, S 21 =

−2Y21Z0

Ψ2

In the above equations, Z0 = 50Ω is the characteristic impedance of the system and

Ψ2 = (1 + Z0Y11)(1 + Z0Y22) − Y12Y21Z2
0
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F Holder case design for T = 10 µs
RAC

The top view of the holder case for the 10 µs chirp filter is depicted in Figure F.1; the
front view is in Figure F.2; and the bottom view is in Figure F.3.

Figure F.1: Holder case top view for the T = 10 µs chirp filters, unit: mm.

Figure F.2: Holder case front view for the T = 10 µs chirp filters, unit: mm.
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F Holder case design for T = 10 µs RAC

Figure F.3: Holder case bottom view for the T = 10 µs chirp filters, unit: mm.
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