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Figure 1 IRIS slit-jaw images (SJI) 1330 Å and 1400 Å of NOAA AR 11817 taken on 14 August 2013
at 18:50 UT. These images are sensitive to plasma of 10 000 – 30 000 K (1330 Å) and 65 000 K (1400 Å)
and show the upper chromosphere and low transition region. Both images also contain contributions from
continuum that is formed in the low chromosphere. The dark vertical line in the middle of the images is the
location of the slit. Corresponding spectra are shown in Figures 3, 4, and 5.

Figure 2 IRIS slit-jaw images (SJI) at 2796 Å and 2830 Å images of NOAA AR 11817 taken on 14 August
2013 at 18:50 UT. These images are sensitive to plasma of the upper chromosphere (2796 Å) and upper photo-
sphere (2830 Å). The upper-chromospheric image also contains contributions from the upper photosphere to
the middle chromosphere, which are dominant in more quiet regions. The dark vertical line in the middle of
the images is the location of the slit. Corresponding spectra are shown in Figures 3, 4, and 5.

Billings, Roussel-Dupre, and Francis, 1977; Poland and Tandberg-Hanssen, 1983; Kingston
et al., 1982). IRIS draws on heritage solar instrumentation, such as the Transition Region
and Coronal Explorer (TRACE: Handy et al., 1999), the Helioseismic and Magnetic Imager
(HMI: Scherrer et al., 2012) and the Atmospheric Imaging Assembly (AIA: Lemen et al.,
2012) onboard the Solar Dynamics Observatory (SDO: Pesnell, Thompson, and Chamber-
lin, 2012), and it exploits advances in novel, high-throughput, and high-resolution instru-
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Figure 5 IRIS near ultra-violet spectrum of NOAA AR 11817 taken on 14 August 2013 at 18:50 UT. The
two strong emission lines are Mg II k 2796 Å and Mg II h 2803 Å, both formed over a range of heights from
the upper photosphere to the upper chromosphere. This wavelength range also contains a multitude of pho-
tospheric lines. The thin horizontal lines are fiducial marks that allow for easy co-alignment. Corresponding
images are shown in Figures 1 and 2.

Figure 6 IRIS spectra of Mg II k 2796 Å (left panel), Si IV 1402 Å (middle panel), and 1400 SJI image
(right panel) of an active region at the limb. The faint lines surrounding the bright Si IV line in the middle
panel are O IV lines, which can be used to determine densities in the transition region. Note the strong blue-
and redward excursions in all spectral lines throughout the plage region. Off-limb the slit-jaw image captures
spicules, coronal rain, and prominence material. The solar limb in the NUV spectrum (left panel) clearly
shows the different range of formation heights for various spectral lines. The spacecraft was rolled by 90
degrees for these observations. The x- and y-coordinates are shown to indicate the scale of the image and
spectra only.

cessing is detailed in Section 8. We finish with a description of the numerical-simulations
approach in the IRIS science investigation (Section 9). Our conclusions are given in Sec-
tion 10.
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Additional complication 1: partial redistribution
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Figure 11. Comparison of the emergent Mg ii h&k line profiles in two locations
of the 3DMHD atmosphere (top and bottom rows). The left-hand column shows
both h&k lines, the right-hand column shows a zoom of the line core of the
k line. The black curve is the PRD profile and the red curve is the CRD profile.
The intensity is given in units of 10−9 J m−2 s−1 Hz−1 sr−1.
(A color version of this figure is available in the online journal.)

in the 3DMHD atmosphere. These computations were done
assuming the 1D plane-parallel approximation.

Inclusion of PRD has the strongest effect in the inner wing
of the line profile. Typically, the PRD computations yield a
lower inner-wing intensity (around the k1 minima) and a higher
intensity in the emission peaks (k2V and k2R). The intensity
in the k3 minimum is only weakly influenced by PRD effects.
Images of the k3 intensity computed in PRD and CRD from
the 3DMHD atmosphere appear nearly identical as shown in
Figure 12.

A more quantitative comparison is given in Figure 13, which
shows the JPDF of the intensity in Mg ii k3 computed in PRD and
CRD. At low intensities there is a very tight correlation between
the PRD and CRD computations, at higher intensities the
correlation becomes somewhat weaker and the PRD intensity
tends to be higher than the CRD intensity. In general, assuming
CRD for the k3 minimum is a very good approximation.

12. DISCUSSION AND CONCLUSIONS

We studied the basic formation properties of the Mg ii h&k
lines in models of the solar atmosphere.

We first investigated the time-dependent, non-equilibrium
ionization balance of Mg ii/Mg iii and found that whenever the
temperature is high enough to give a significant fraction of
Mg iii, the relaxation time is short. We therefore conclude that
statistical equilibrium is a good approximation for the formation
of the Mg ii h&k lines.

We then investigated the influence of Mg i on the line
formation and found that treating neutral magnesium in LTE
as a source of background opacity leads to lower intensity in the
outer line wings. The h&k line cores are unaffected. If one is
interested in the outer wing intensities, one should include Mg i
in the non-LTE model atom. We used a model with 65 bound
levels of Mg i. It is possible that a smaller number of Mg i levels
is sufficient to model the effect on the h&k lines. If so, this
would reduce the required computational effort significantly.

We then constructed a minimal model atom that models the
h&k lines. This model atom contains four bound levels and a
continuum. The bound levels are the Mg ii ground state, the
2p63p doublet which are the upper levels of the lines, and a
higher-lying artificial level that is required to correctly recover

the Mg ii–Mg iii ionization balance. This artificial level acts
as a target level for the recombination of Mg iii. Omitting
this level leads to an incorrect ionization balance in the upper
chromosphere and too low emission peaks.

Our investigation of the difference between the h line and
the k line confirms the conjecture by Linsky & Avrett (1970)
that the stronger emission in the k line is because the k line has
twice the opacity of the h line. This larger opacity causes a larger
formation height and a stronger coupling of the source function
to the gas temperature at the locations in the atmosphere where
the emission peaks form.

The Mg ii h&k lines are scattering lines, and the emergent
intensity is influenced by 3D effects in the line core. The
intensity in the emission peaks is only mildly affected: in 3D
contrast is decreased compared to 1D computations, but the
overall appearance of the images computed from the 3DMHD
model remains the same. The k3 and h3 intensity minima are
strongly affected by 3D effects: 3D images are fuzzier and show
long extended fibrils. Intensity minimum images computed in
1D show only a very weak imprint of fibrils and instead exhibit
a shock wave pattern similar to images of the intensity in the
emission peaks.

The assumption of CRD is not valid for Mg ii h&k. The line
profiles must be computed assuming PRD, otherwise the line-
wing intensity up to and including the emission peaks will be
wrong. However, the intensity in the k3 and h3 minima computed
in CRD is very similar to the correct intensity computed in PRD.

Based on this analysis we can now answer the question how
best to model the Mg ii h&k lines in time series of snapshots
from large 3D RMHD models.

The current state of the art in unpolarized non-LTE radiative
transfer modeling allows for quick computation of line profiles
including PRD treating each column in the snapshot as an
independent 1D plane-parallel atmosphere. Radiative transfer
computations taking the full 3D structure into account are
also possible, but only assuming CRD. Non-LTE computations
including both PRD and 3D simultaneously are currently
not possible: inclusion of PRD in the non-LTE computations
occasionally leads to instabilities in the Lambda-iteration. In
1D, this would only lead to a non-converged column, but in
3D the whole computation would fail. This is a problem for
modeling the h&k lines, which are influenced both by 3D and
PRD effects. Our results show, however, that by combining 1D
PRD and 3D CRD computations one can capture the essentials
of the true profile. The profile up to and including the emission
peaks is well approximated by 1D PRD. The central depression
can be modeled reasonably well with 3D CRD computations.
We stress that a 1D CRD approach is not realistic and should
not be used.

While this combined approach is not truly satisfactory, it
nevertheless opens up the possibility of modeling the Mg ii h&k
lines with enough realism to study their formation in 3D
numerical models of the solar atmosphere and determines their
potential as atmospheric diagnostics. We report on the results of
such a study in Paper II of this series.

J.L. recognizes support from the Netherlands Organization
for Scientific Research (NWO). This research was supported
by the Research Council of Norway through the grant “Solar
Atmospheric Modeling,” from the European Research Council
under the European Union’s Seventh Framework Programme
(FP7/2007-2013)/ERC grant agreement No. 291058, and
through grants of computing time from the Programme for
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Additional complication 2: 3D effects in h3 & k3
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Figure 9. Comparison of the vertically emergent intensity in the Mg ii k line core between 1D (top row) and 3D (bottom row) computations, performed assuming
CRD. The columns show the intensity for various spectral features indicated above the top panels. The top and bottom panels in each column have the same brightness
scale so the 1D and 3D intensity can be compared directly.
(A color version of this figure is available in the online journal.)

Figure 10. Joint probability density functions of the vertically emergent intensity computed in 3D and in 1D. Left: k2V ; middle: k3; right: k2R . The red line is the line
I1D = I3D.
(A color version of this figure is available in the online journal.)

11. EFFECT OF PARTIAL REDISTRIBUTION

We now turn our attention to the effect of PRD on the
emergent line profiles. The Mg ii h&k lines are strongly affected
by the effect of PRD. Owing to the low particle density in
the chromosphere, the average time between collisions is large

compared to the lifetime of an Mg ii ion in the upper levels of
the lines. Therefore, the frequency of the absorbed and emitted
photon in a scattering process are correlated and the assumption
of CRD is invalid. We demonstrate this effect in Figure 11,
which displays a comparison of vertically emergent line profiles
computed with RH in PRD and CRD for two different columns
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photon in a scattering process are correlated and the assumption
of CRD is invalid. We demonstrate this effect in Figure 11,
which displays a comparison of vertically emergent line profiles
computed with RH in PRD and CRD for two different columns

10



Basic properties of Mg compared to Ca

Ca Mg

Abundance 
(Asplund et al. 2009)

6.34±0.04 7.60±0.04

Atomic weight 40.1 u 24.3 u

Ionization potential 
I⇒II 6.11 eV 7.6 eV

Ionization potential 
II⇒III 11.87 eV 15.04 eV



Abundance

‣Mg is 18.2 times more abundant. 

‣Mg II h&k form 2.9 scale heights higher than 
Ca II H&K, if all else equal  

‣2.9 scale heights  ≈ 500-900 km



Ionization

Mg

Ca

Carlsson & Leenaarts 2012



Mg II term diagram
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Morril et al 2001

No. 2, 2001 SOURCES OF SOLAR ULTRAVIOLET VARIABILITY 859

FIG. 4.ÈAverage spectra of (a) the plage and (b) quiet-Sun regions indicated in Fig. 3a. (c) Spectrum of the sunspot indicated in Fig. 1b. Intensity is in
relative units and has not been corrected to absolute intensity units.

features. In order to conÐrm the validity of these features,
we have veriÐed the alignment of the original spectra used
to determine the contrast, since slight misalignments of the
two spectra could produce a similar e†ect. The examination
of the alignment of spectral lines associated with the most

FIG. 5.ÈAverage Mg II k line proÐle observed in the three regions
shown in Fig. 4.

pronounced of these relatively weak features indicates that
they correspond to real intensity variations of known lines
in the solar spectrum.

Table 1 shows the average contrast in two continuum
regions for the plage, sunspot, and three quiet-Sun regions.
The contrast in the line-blanketed continuum is nearly
unity, probably to within our measurement accuracy. The
plage contrast in Figure 6a is the average of the plage con-
trast derived from the two longer exposure spectra at slit
position A. By comparing the di†erences between the two
spectrograms used to determine the plage contrast, an esti-
mate of the error in the contrast factor was derived. This
leads to a plage continuum contrast of 1.04 ^ 0.04 between
2830 and 2840 and 1.01 ^ 0.015 between 2865 and 2870A!

For the contrast in the line-blanketed continuum, theA! .

TABLE 1

AVERAGE CONTRAST FOR PLAGE, SUNSPOT, AND QUIET-SUN

REGIONS IN THE LINE-BLANKETED CONTINUUM

Region 2830È2840 A! 2865È2870 A!

Plage . . . . . . . . . . . . . . . . . . . . . 1.04 1.01
High quiet Sun . . . . . . . . . . 1.01 1.01
Medium quiet Sun . . . . . . 0.98 0.98
Low quiet Sun . . . . . . . . . . 1.01 1.01
Sunspot . . . . . . . . . . . . . . . . . . 0.32 0.32

UV triplet 1 UV triplet 2&3



Comparison of Mg II k and Ca II K profiles

‣convert I to Trad 

‣take out wavelength sensitivity of the Planck function

‣convert wavelength to

‣take out difference in thermal width

q =
�� �0

��D





Compare largest k3 τ=1 heights



Mg II h&k sample the whole chromosphere, 
and reach higher than Ca II H&K
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h&k line cores are unique:  



Hybrid approach
Synthetic Mg II h&k observations

‣Based on the 24x24x14 Mm simulation of “enhanced network” 

‣samples a limited range of solar conditions 

‣available for download at; 

‣http://iris.lmsal.com/modeling.html  

‣http://sdc.uio.no/search/simulations 

‣description of methods and use in 

‣Carlsson et al 2016, A&A 585, A4 

‣The Formation of IRIS Diagnostics I - II - III 

‣Leenaarts et al.: 2013a, ApJ, 772, 89 

‣Leenaarts et al.: 2013b, ApJ, 772, 90 

‣Pereira et al.: 2013, ApJ, 778, 143



Simulations do not match the line width and height
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Figure 12. Comparison of the average spectrum from our 1D computation with
RH (black) with observations of solar disk center with the RASOLBA balloon
experiment (blue, Staath & Lemaire 1995) and observations of the quiet Sun at
disk center during the ninth flight of the HRTS sounding rocket experiment (red,
Morrill & Korendyke 2008). The top panel has a wavelength range including a
part of the line wings. The middle and bottom panels show only the h&k line-
core region. In the bottom panel, the RASOLBA and synthetic spectra were
convolved to match the spectral resolution of HRTS.
(A color version of this figure is available in the online journal.)

The synthetic line wings follow the upper envelope of the
HRTS9 data quite well up to 283 nm (top panel). For larger
wavelengths the synthetic intensity is higher, possibly caused by
the neglect of the broad wings of the Mg i line at 285.2 nm in the
synthetic spectrum. The middle and lower panels of Figure 12
show the line-core region. In the lower panel, we smeared the
RASOLBA and synthetic spectra to the 20 pm resolution of
HRTS9 to make a better comparison. The simulation predicts
weaker and narrower emission profiles than observed, but
correctly predicts stronger blue peaks and weaker red peaks.

The smaller peak separation suggests that the simulation has
a weaker velocity field than the Sun. At the resolution of
HRTS9, the synthetic red and blue peaks blend into a single
peak. The lower peak intensity and integrated emission suggest
that the simulation has mid-chromospheric temperature lower
than the Sun (see Section 6). Both of these effects may also be
related to the magnetic field distribution of the simulation. In
Section 9.1, we briefly discuss what is missing in the models.
A more extensive investigation of what is missing should await
the much higher quality observations that the IRISmission will
provide.

The weaker and narrower mean emission profile from the
simulation means that our sample of line profiles most likely
cover a more limited range of physical conditions than those
that occur in the Sun. Nevertheless, we believe our sample is
still extensive enough to cover a good variety of conditions
present in at least the quiet Sun.

9. DISCUSSION AND CONCLUSIONS

The Mg ii h&k lines show a complex formation behavior that
spans the entire chromosphere. The variations in temperature,
density, and velocity in the chromosphere cause a profuse
variety of resulting line shapes. Based on statistical-equilibrium
non-LTE radiative transfer computations from a snapshot of a
3DRMHD simulation we sought to identify how the Mg ii h&k
spectra relate to the underlying atmosphere.

9.1. Limitations of the Model Atmosphere

We made use of one of the most realistic simulations of the
solar chromosphere currently available and modern non-LTE
radiative transfer codes that account for partial redistribution
effects. Nevertheless, our approach is not without caveats.

The simulation used to compute our model snapshot has
some limitations. First, it has a limited spatial resolution. Test
computations of simulations with the same domain size but
double resolution in each dimension show that higher resolution
simulations yield more violent dynamics and significantly
more small-scale structure. This is not accounted for in the
present paper. Second, we study only one snapshot with one
magnetic field configuration. Different field configurations may
yield different results. Third, the numerical simulation does
not include all physical processes that are important in the
chromosphere. Two processes in particular are ignored that have
a significant effect on the thermal structure in the chromosphere:
non-equilibrium ionization of helium (Leenaarts et al. 2011)
and the effect of partial ionization on chromospheric heating by
magnetic fields (Khomenko & Collados 2012; Martı́nez-Sykora
et al. 2012).

A limitation of our radiative transfer calculations is the
assumption of statistical equilibrium. This assumption is based
on the analysis of the ionization/recombination timescale in
Paper I, where we found that in the upper chromosphere
this timescale is of the order of 50 s, and much smaller in
deeper layers. Our results are therefore not necessarily valid in
circumstances where the thermodynamic state of the atmosphere
changes over shorter timescales, such as in flares (e.g., Hudson
2011) and type II spicules (e.g., De Pontieu et al. 2007; Pereira
et al. 2012). Computations without the assumption of statistical
equilibrium are currently only possible using 1D simulations
(Carlsson & Stein 2002; Rammacher & Ulmschneider 2003;
Kašparová et al. 2009), and therefore lack realism in other areas.
Nevertheless, it would be interesting to study the response to
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disk-center: μ=1



limbward: μ=0.4



Observables: intensity and Doppler-shift of features

λ
• Automated detection routine in Solarsoft 
• Another possibility is double Gaussian fitting, also in Solarsoft.
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computations with RH for the line profile up to and including
the central emission peaks. The intensity of the central line
depression is taken from the 3D CRD computation with Multi3d.

4. REDUCTION OF THE SYNTHETIC SPECTRA

4.1. Line Parameters

Each of the Mg ii h&k lines, as seen in solar observations, is
often characterized by a central absorption core surrounded by
two emission peaks that are in turn surrounded by local minima.
These features are often referred to as h3 and k3 (line cores),
h2 and k2 (peaks), and h1 and k1 (outer minima of peaks). The
red and blue sides of the peaks and minima are distinguished
with the added subscript of R or V, respectively. This simplistic
description is at odds with many of the spatially resolved spectra
of our calculations as the synthetic line profiles can show a more
complex structure. We find line profiles that have from zero to
as many as six emission peaks. Nevertheless, the majority of
line profiles shows a more conventional profile with two outer
minima, two emission peaks, and a central minimum. Out of the
254,016 columns of our 1D computation, 0.1% of the profiles
did not have any emission peaks, 1.6% had one peak, 66.6%
had two peaks, and 31.7% had three or more peaks.

To understand how the spectral properties relate to the
physical properties of the atmosphere, we extracted the positions
of the line cores and red and blue peaks from the spectra. For
each of these features we extracted the intensity and spectral
position (here measured in Doppler shift relative to the rest
wavelength of the line center, for brevity referred to as “velocity
shift”). Throughout the paper, we use the convention that a
positive Doppler shift corresponds to a blueshift, and a positive
velocity in the model atmosphere corresponds to an upflow.

Given the large variation of the profile shapes, in some cases
some of these features will not be present or are difficult to
identify. Also, given the large number of spectra, we needed
to use an automated procedure to extract the quantities. Both
the automated detection and the exotic line profiles introduce
uncertainties in our analysis, of which the reader should be
aware.

In the top panel of Figure 2 we show a “standard” profile,
with well-defined features. The middle panel shows a profile
with only one emission peak, labeled as k2R because it has a
wavelength larger than the rest line-center wavelength. In this
case the k2V and k3 features are not defined. The bottom panel
shows a triple-peaked profile. For profiles with three or more
peaks it is not a priori clear which features to select. We detail
the assumptions we used in our extraction algorithm below.

4.2. Extraction Algorithm

To extract the positions of the line core and peaks we start by
using an extremum-finding algorithm on a small spectral region
(−40 < ∆v < 40 km s−1) around the rest wavelength of each
line. This gives us the wavelengths of all maxima and minima
in each line-core spectrum.

Then we extract the line-center position. Depending on the
number of maxima and minima found, we employed a few
rules to obtain an initial estimate of the line-center velocity
shift. Most of the profiles have an odd number of minima
(usually two maxima and one minimum)—for these we use
the middle minimum. If there are an even number of minima we
use the one with the lowest intensity. If no minima are found,
we use a default value of ∆v = 5 km s−1. Using the estimate
for the line-center velocity, a parabolic fit is made to a few

Figure 2. Example Mg ii k line profiles with the identification of the k2V , k3,
and k2R features. Top: standard profile with two emission peaks and a central
depression. Middle: profile showing only one emission peak on the red side of
the rest line-center wavelength. Bottom: profile showing three emission peaks.
The vertical blue, black, and red lines indicate the wavelength position of k2V ,
k3, and k2R as determined by our algorithm.
(A color version of this figure is available in the online journal.)

spectral points around the estimate. This yields the line-center
velocity and intensity. If these results are too far from the starting
estimate (i.e., an erroneous fit), the spectrum will be marked as
outlier (see below). To improve the accuracy and purge spurious
results, we try to enforce a smooth spatial distribution of the
line-center shifts. Using a spatial convolution we identify pixels
with a significant difference to the neighboring values. For these
“outliers” we redo the line-center fit, using as starting estimate
a weighted mean of the surrounding pixels.

The next part of the procedure is to extract the coordinates
of the red and blue peaks. As for the line center, we use the
number of maxima and minima to estimate the peak locations.
Maxima whose absolute distance to the line center is larger than
30 km s−1 are discarded. If there are more than four maxima,
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h3 & k3 form 200 km below the TR

k3



h3 & k3: Doppler shift measures vz(τ=1)

k3



h3-k3 Doppler shift measures velocity gradient

k3



What about h3-k3 intensity? 
It’s complicated…
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Figure 4. Scaled joint probability density functions (JPDF) of τ = 1 height vs. the intensity (panels (a) and (b)) and vertical velocity at the τ = 1 height vs. the
Doppler shift (panels (c) and (d)) of the k3 and h3 line centers. The inner blue contour includes 50% of all pixels, the outer contour 90%. Each column in the panels is
scaled to maximum contrast to increase visibility. The Pearson correlation coefficient is given in the upper left corner next to the panel label. Left column is for the k
line, right column for the h line. (a) and (b) τ = 1 height of line center vs. line-center intensity; (c) and (d) vertical velocity at the τ = 1 height of line center (positive
is upflow) vs. the Doppler shift of line center (positive is blueshift), the red line denotes the line y = x.
(A color version of this figure is available in the online journal.)

where each pixel is represented with a black dot would lead to
a completely saturated image.

Another option is to compute the numerical approximation of
the joint probability density function (JPDF). This approach has
the advantage that saturation does not occur, but the drawback
is that the part of parameter space with a low density is hard
to see.

A third option is to compute the JPDF, and then scale each
column or row to maximum contrast, so that each column is a
1D histogram. This way correlations also show where the JPDF
has low density, but the shape of the original JPDF is lost.

No solution is ideal, so as a compromise we plot the
JPDF with each column scaled to maximum contrast in order
to identify correlations throughout the parameter space, and
overplot contours of constant density in the original JPDF
containing 50% and 90% of all points to provide an indication
of the shape of the JPDF.

5. DIAGNOSTIC INFORMATION IN h3 AND k3

In this section, we investigate the diagnostic potential of k3
and h3 from their observed quantities: intensities and Doppler
shifts. We searched for correlations between these quantities
and the properties of the atmosphere.

5.1. Line-core Velocities

The Doppler shift relative to the rest-frame line-center wave-
length contains information on the line-of-sight velocity in the
atmosphere. In panels (c) and (d) of Figure 4, we show the
correlation between the Doppler shift and the vertical velocity
at optical depth unity. The correlation is tight, the correlation
coefficient is very close to unity, the FWHM of the vz(τ = 1) ve-
locity distribution at fixed Doppler shift is typically 0.5 km s−1.
This makes k3 and h3 excellent velocity diagnostics.

Furthermore, the small difference between the k3 height of
optical depth unity and the height of the TR in our model
suggests that these spectral features can be used to measure
the velocity in the very upper chromosphere. This is impossible
to do with chromospheric lines observed from the ground as
Hα, Ca ii 854.2 nm, and Ca ii H&K, as these lines have a lower
opacity and therefore form further below the TR (see Section 1).

5.2. Line-core Intensities

Panels (b) and (h) of Figure 3 suggest some anti-correlation
between the intensity and formation height. We confirm this in
panels (a) and (b) of Figure 4, which show the JPDF of the
intensity and the height of optical depth unity of k3 and h3.

5

• internetwork: weak correlation 
between τ=1 height and 
intensity: density diagnostic 

• network: temperature, but not 
from τ=1? 

• plage: diagnostic of coronal 
density and temperature? 



h2v & k2v peak form in mid chromosphere

k2v
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Figure 6. Formation properties of the Mg ii h&k line-core emission peaks Top row (panels (a)–(d)): histogram of the height of optical depth unity for the spectral
feature indicated above the panels. Bottom row (panels (e)–(h)): scaled joint probability density functions the temperature at the height of optical depth unity vs. the
intensity of the emission peaks expressed as a radiation temperature. The inner blue contour includes 50% of all pixels, the outer contour 90%. Each column in the
panels is scaled to maximum contrast to increase visibility. The red lines denote the line y = x. The Pearson correlation coefficient is given in the upper left corner of
each panel.
(A color version of this figure is available in the online journal.)

the possibility to detect short-wavelength velocity oscillations
and measure the vertical acceleration of upper-chromospheric
material with an instrument with sufficiently high spatial and
spectral resolution.

6. DIAGNOSTIC INFORMATION OF h2 AND k2

We now turn our attention to the diagnostic information
contained in the intensities and Doppler shifts of the k2V , k2R ,
h2V , and h2R peaks.

6.1. Peak Intensities

In Figure 6 we show histograms of the τ = 1 heights for the
k2V , k2R , h2V , and h2R peaks, and JPDFs of the peak intensity and
the temperature at their τ = 1 height. The distribution of τ = 1
heights peaks between 1 and 2 Mm, with a tail up to beyond
3 Mm. This tail is caused by the large variations of the opacity
from velocity variations along the line of sight. The contribution
function at the wavelength of the intensity peaks can therefore
be bimodal, with a contribution from the middle chromosphere
and a contribution from higher up in the chromosphere. The
τ = 1 height can be in either location (see also Section 7 and
Figure 11). The median height of optical depth unity is highest
for k2V (1.46 Mm) and lowest for h2R (1.29 Mm). The blue
peaks form on average 60 km higher than the red peaks.

Panels (e) and (f) show JPDFs of T (τ = 1) versus the
intensity. The distributions have a typical structure. For many of
the points, there is a very good correlation between intensity and

temperature. For these points, the gas temperature is about 500 K
larger than the radiation temperature. These are the columns
whose τ = 1 heights are located in the mid-chromosphere
around 1.5 Mm. Here the source function is only partially
decoupled from the local temperature, causing the correlation.
This correlation is more tightly constrained for larger intensities.
At lower intensities the distribution widens, with a fraction of
the pixels having a gas temperature higher than the radiation
temperature. In these columns the τ = 1 heights are located
mostly in the upper chromosphere, where the source function
is completely decoupled from the temperature. Note that the
intensity–temperature correlation is stronger for the blue peaks
than for the red peaks.

The correlation shows that large peak intensities are a good
diagnostic of the temperature at the height of optical depth unity.
The same holds for a fraction of the pixels with lower peak
intensities, but at low peak intensities there is also a fraction for
which it is not.

We also investigated whether it is possible to measure the sign
of the temperature gradient by exploiting the slight difference
in τ = 1 heights between the h and k lines. We show the results
in Figure 7. Panel (a) shows a histogram of the difference in
τ = 1 heights between k2V and h2V . Panel (b) shows the same
for the red peaks. In the majority of cases the peaks of the k line
form between 0 and 100 km higher. Panel (c) shows the JPDF of
the intensity difference between k2V and h2V , and the difference
in temperature at the height of optical depth unity. There is no
usable correlation. The same holds for the red peaks, as shown
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Figure 8. Velocity information contained in k2 (left column) and h2 (right
column). The correlations are shown as scaled JPDFs. The inner blue contour
includes 50% of all pixels, the outer contour 90%. Each column in the panels
is scaled to maximum contrast to increase visibility. The Pearson correlation
coefficient is given in the upper left corner of each panel. (a) and (b) velocity
difference between the blue and red peaks vs. max(∆v) (see the text), the red
line is y = x − 10; (c) and (d) mean Doppler shift of the blue and red peaks
vs. the vertical velocity at the mean τ = 1 height of the peaks; (e) and (f)
normalized difference of the peak intensities vs. the mean vertical velocity in
the atmosphere between the mean τ = 1 height of the emission peaks and the
line core, the red lines denote x = 0 and y = 0; (g) and (h) same as (e) and (f),
but now for the compensated mean vertical velocity (see the text).
(A color version of this figure is available in the online journal.)

a positive average Doppler shift corresponds to a blueshift. We
then computed the atmospheric velocity at the average τ = 1
height of the peaks. The atmospheric velocity is defined such
that upflows are positive. In panel (c) of Figure 8 we show
the JPDF of these two quantities. There is a clear correlation
between the atmospheric velocity and the Doppler shift, but the
distribution shows some spread. Panel (d) shows the same for
Mg ii h.

From Carlsson & Stein (1997) we know that the Ca ii H2v and
K2v bright grains are strongest when the atmosphere above the
formation height of the H2v and K2v peaks is moving down. The
Mg ii h&k lines behave similarly, but exhibit stronger emission
peaks because of their shorter wavelength and higher opacity.
As line formation is almost symmetrical with respect to the
line-center wavelength, we expect that an upflow above the
emission-peak formation height will lead to red peaks being
stronger than blue peaks. The ratio of the blue and red peak
intensity might thus be exploited to measure the average velocity
in the upper chromosphere. It turns out that this is indeed the
case. We computed the intensity ratio of the blue and the red
peak as

Rk = Ik2v − Ik2r

Ik2v + Ik2r
, (2)

so that Ik2v > Ik2r yields a positive peak ratio. We also computed
the average vertical velocity in the atmosphere between the
average τ = 1 height of the peaks and the τ = 1 height of k3,
i.e.,

vavg,k =
∫ z2
z1 vz(z′)dz′

z2 − z1
, (3)

with

z1 = z(τk2v = 1) + z(τk2r = 1)
2

(4)

and
z2 = z(τk3 = 1). (5)

As before, a positive velocity corresponds to upflow. The same
procedure was followed for the h line. Panels (e) and (f)
of Figure 8 show the JPDF of Rk/h and vavg,k/h. There is a
correlation. A stronger blue peak corresponds to downflowing
material above the peak formation height, and likewise, a
stronger red peak corresponds to upflow. This is especially clear
for large intensity ratios (R > 0.7 and R < −0.7). For smaller
ratios the correlation is weaker. Note that the majority of the
distribution is below the zero line, indicating that there is on
average a downward motion. This is partly due to a global
oscillation in the simulation box (which at the time of this
snapshot is directed downward) and partly due to a correlation
between density and velocity: upward moving waves have
higher density in the upward phase than in the downward phase
such that zero average mass flow gives an average downward
velocity.

The spread of the peak-intensity ratio versus velocity cor-
relation can be significantly reduced by compensating for the
velocity at the peak formation height. This is to be expected, be-
cause adding a constant velocity to the whole atmosphere would
shift the line, but not change the intensity ratio. In panels (g) and
(h) we show the peak ratio–velocity correlation again, but now
we subtract the velocity at the average τ = 1 height of the peaks
from vavg,k/h. This has two effects: one, the distribution is shifted
upward and passes through the origin; two, the distribution at a
given peak ratio is much narrower.

9

k2v k2r

�(k2R)� �(k2V )

�0
c



very wide k2 separation is a measure of deep 
chromospheric temperature rise

k2v k2r



Emerging flux region

k2v intensity  
=  

temperature proxy



Emerging flux region

k3 intensity  



Emerging flux region

k3 Doppler shift 
=  

velocity just below TR



Emerging flux region

noisy but not featureless

h3-k3 Doppler shift  
=  

vertical velocity gradient



Quiet sun sit and starek2v intensity k3 Doppler shift



What remains at IRIS resolution?
The Astrophysical Journal, 778:143 (17pp), 2013 December 1 Pereira et al.

Figure 2. Effects of IRIS spatial and spectral resolution and noise on the NUV
spectrum near the Mg ii k line. The original spectrum was taken from a single
simulation pixel. This pixel was brighter than its surroundings and was chosen
so that the Mg ii k intensity was similar to the mean observed value. The S/N
is measured at the last wavelength shown (280.042 nm). For clarity, spectra of
different S/Ns are offset 0.25 nW m−2 Hz−1 sr−1 from each other.
(A color version of this figure is available in the online journal.)

the h line and similarly for the k line. The locations of the spectral
features were extracted from the spectra using an automated
procedure. Given the sheer number of spectra analyzed (about
11 million), a manual feature identification was not possible.
Using a peak finding procedure, we developed an algorithm to
automatically extract the locations of the h3/k3 line cores and
the h2/k2 maxima. The algorithm identifies how many peaks
exist in the spectrum and determines, according to a set of rules
(detailed in Paper II), which features are the emission peaks and
the central absorption core.

The parameters for the feature detection algorithm were
adjusted to work better with data at the resolution of IRIS. The
convolved spectra were interpolated to a higher resolution of
≈0.3 pm, from the 2.546 pm pixels of IRIS. As discussed in
Paper II, the Mg ii h&k synthetic profiles from this simulation
are not as strong or wide as observed (see Figure 1). At the
spectral resolution of IRIS, a larger proportion of synthetic
spectra will have the h2/k2 peaks blended as one feature, with
no visible line core depression. To compensate for this, the
detection algorithm was improved to work with these cases
(about 6% of our spectra). When no local minimum is visible
between the blue and red peaks of the k or h lines, the location of
the line core is taken as the point where the |dI/dλ| is lowest in
the interpeak region. Because in these cases the location of one
of the peaks is not known, |dI/dλ| is evaluated in an interval
with a length of ≈10 km s−1 (roughly the lowest measurable
peak separation), starting about 4.6 km s−1 blueward of the red
peak or redward of the blue peak. This reduced interval was
chosen to avoid the derivative from being evaluated over the red
and blue peaks, were the zero derivative would cause a spurious
line core detection. This extra step of taking the minimum of
|dI/dλ| is done only for the spectra with blended peaks; visual

Figure 3. Effects of IRIS spatial and spectral resolution on the k3 intensity for
snapshot 385. Left: k3 radiation temperature extracted from original spectra.
Right: k3 radiation temperature extracted from spectra convolved with the
instrumental profile. Brightness is linearly scaled from 3.9 to 5.3 kK. The
yellow points are locations where the detection algorithm failed to find k3.
(A color version of this figure is available in the online journal.)

inspection showed that it works as intended in more than 70%
of the cases with blended peaks.

After extracting the positions of the spectral features, our
goal was to correlate them with physical quantities in the atmo-
sphere. To find the corresponding atmospheric quantities, the
first step was to upscale (using nearest-neighbor interpolation)
the wavelengths of the spectral features from the synthetic spec-
trogram grid to the simulation grid. This was necessary because
the synthetic spectra have the IRIS spatial pixels of 0.′′166 with
a slit width of 0.′′33 and the atmospheric quantities are stored
in the simulation’s grid, which has a higher spatial resolution.
Afterward, the atmospheric properties were extracted from each
column in the simulation. The optical depths from the simulation
were interpolated to the wavelengths of the observed features
and, for each spectral feature z(τ = 1), the height where the op-
tical depth reaches unity was calculated. Simulation variables
such as vertical velocity and temperature were then extracted
for each column at the height given by z(τ = 1). In some cases,
we calculated statistics on atmospheric properties between two
z(τ = 1) heights from different spectral features. For a given
spectral feature, we extracted one value of each atmospheric
quantity for every column in the simulation. This resulted in
2D maps (x, y) for these quantities. For a meaningful compari-
son with the spectral properties, the resulting 2D maps of each
atmospheric quantity were then spatially convolved using the
same procedure as for the synthetic slits.

In Figure 3, we show the effects of the IRIS spatial and
spectral resolution on the measured k3 intensity, for snapshot
385 (calculated in full 3D complete redistribution (CRD), from
Paper II). As expected, the very fine structure is washed out, but
in general the large-scale structure closely reflects what is seen
in the original spectra. The correlation between k3 intensity and
z(τ = 1) heights is, however, largely lost. Even at full spectral
and spatial resolution, the Pearson correlation coefficient was
only −0.39. The finite spatial and spectral resolution of IRIS
leads to a difference in the measured intensity and Doppler shift
of k3 and their true values at the resolution of the simulation.
Owing to the narrow extinction profile (the Doppler width in the
simulation is typically 2.5 km s−1), small differences between
measured and true Doppler shifts lead to large variations in the
associated z(τ = 1) height. Based on this simulation snapshot,
we conclude that the k3 intensity cannot be blindly used as a
measure of the variation of the z(τ = 1) height.
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Figure 2. Effects of IRIS spatial and spectral resolution and noise on the NUV
spectrum near the Mg ii k line. The original spectrum was taken from a single
simulation pixel. This pixel was brighter than its surroundings and was chosen
so that the Mg ii k intensity was similar to the mean observed value. The S/N
is measured at the last wavelength shown (280.042 nm). For clarity, spectra of
different S/Ns are offset 0.25 nW m−2 Hz−1 sr−1 from each other.
(A color version of this figure is available in the online journal.)

the h line and similarly for the k line. The locations of the spectral
features were extracted from the spectra using an automated
procedure. Given the sheer number of spectra analyzed (about
11 million), a manual feature identification was not possible.
Using a peak finding procedure, we developed an algorithm to
automatically extract the locations of the h3/k3 line cores and
the h2/k2 maxima. The algorithm identifies how many peaks
exist in the spectrum and determines, according to a set of rules
(detailed in Paper II), which features are the emission peaks and
the central absorption core.

The parameters for the feature detection algorithm were
adjusted to work better with data at the resolution of IRIS. The
convolved spectra were interpolated to a higher resolution of
≈0.3 pm, from the 2.546 pm pixels of IRIS. As discussed in
Paper II, the Mg ii h&k synthetic profiles from this simulation
are not as strong or wide as observed (see Figure 1). At the
spectral resolution of IRIS, a larger proportion of synthetic
spectra will have the h2/k2 peaks blended as one feature, with
no visible line core depression. To compensate for this, the
detection algorithm was improved to work with these cases
(about 6% of our spectra). When no local minimum is visible
between the blue and red peaks of the k or h lines, the location of
the line core is taken as the point where the |dI/dλ| is lowest in
the interpeak region. Because in these cases the location of one
of the peaks is not known, |dI/dλ| is evaluated in an interval
with a length of ≈10 km s−1 (roughly the lowest measurable
peak separation), starting about 4.6 km s−1 blueward of the red
peak or redward of the blue peak. This reduced interval was
chosen to avoid the derivative from being evaluated over the red
and blue peaks, were the zero derivative would cause a spurious
line core detection. This extra step of taking the minimum of
|dI/dλ| is done only for the spectra with blended peaks; visual

Figure 3. Effects of IRIS spatial and spectral resolution on the k3 intensity for
snapshot 385. Left: k3 radiation temperature extracted from original spectra.
Right: k3 radiation temperature extracted from spectra convolved with the
instrumental profile. Brightness is linearly scaled from 3.9 to 5.3 kK. The
yellow points are locations where the detection algorithm failed to find k3.
(A color version of this figure is available in the online journal.)

inspection showed that it works as intended in more than 70%
of the cases with blended peaks.

After extracting the positions of the spectral features, our
goal was to correlate them with physical quantities in the atmo-
sphere. To find the corresponding atmospheric quantities, the
first step was to upscale (using nearest-neighbor interpolation)
the wavelengths of the spectral features from the synthetic spec-
trogram grid to the simulation grid. This was necessary because
the synthetic spectra have the IRIS spatial pixels of 0.′′166 with
a slit width of 0.′′33 and the atmospheric quantities are stored
in the simulation’s grid, which has a higher spatial resolution.
Afterward, the atmospheric properties were extracted from each
column in the simulation. The optical depths from the simulation
were interpolated to the wavelengths of the observed features
and, for each spectral feature z(τ = 1), the height where the op-
tical depth reaches unity was calculated. Simulation variables
such as vertical velocity and temperature were then extracted
for each column at the height given by z(τ = 1). In some cases,
we calculated statistics on atmospheric properties between two
z(τ = 1) heights from different spectral features. For a given
spectral feature, we extracted one value of each atmospheric
quantity for every column in the simulation. This resulted in
2D maps (x, y) for these quantities. For a meaningful compari-
son with the spectral properties, the resulting 2D maps of each
atmospheric quantity were then spatially convolved using the
same procedure as for the synthetic slits.

In Figure 3, we show the effects of the IRIS spatial and
spectral resolution on the measured k3 intensity, for snapshot
385 (calculated in full 3D complete redistribution (CRD), from
Paper II). As expected, the very fine structure is washed out, but
in general the large-scale structure closely reflects what is seen
in the original spectra. The correlation between k3 intensity and
z(τ = 1) heights is, however, largely lost. Even at full spectral
and spatial resolution, the Pearson correlation coefficient was
only −0.39. The finite spatial and spectral resolution of IRIS
leads to a difference in the measured intensity and Doppler shift
of k3 and their true values at the resolution of the simulation.
Owing to the narrow extinction profile (the Doppler width in the
simulation is typically 2.5 km s−1), small differences between
measured and true Doppler shifts lead to large variations in the
associated z(τ = 1) height. Based on this simulation snapshot,
we conclude that the k3 intensity cannot be blindly used as a
measure of the variation of the z(τ = 1) height.
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Figure 4. Velocity maps for the k3 line core (top panels) and k2 peaks (bottom panels). The color scale is clipped at −10 km s−1 and 10 km s−1 to maximize contrast.
The yellow points represent locations where the detection algorithm failed to find the features. The first column shows the atmospheric velocity at the feature’s τ = 1
depth. The remaining columns show the velocity shift of the feature as detected from the spectra, for spectra without noise, with noise at S/N of 5, and with noise at
S/N of 5 but using a Wiener filter (see the text), respectively.
(A color version of this figure is available in the online journal.)

Nevertheless, some properties of the correlation are retained
at IRIS resolution: the very brightest pixels in the IRIS resolution
image are still formed deepest in the atmosphere and pockets of
chromospheric material that extend high up into the corona still
have a low intensity. We also note that the simulated profiles have
a narrower central depression than observed. Therefore, it might
be that real observations are less sensitive to the uncertainty in
the Doppler shift of the k3 minimum than the simulation and
thus retain a better intensity-z(τ = 1) height correlation at IRIS
resolution.

3.2. Velocities

Given their peculiar profile, the h&k spectra are rich in
velocity diagnostics. Here, we focus on the most important:
the velocity shift of k3, the k2 mean velocity shift, the k peak
separation, and the ratio of k2 intensities. The corresponding
quantities for the h line behave similarly and were not included
for brevity. As shown in Paper II, these spectral features are
related to different properties of the atmosphere.

In Figure 4, we show a comparison of velocity maps for
snapshot 385. Throughout this paper, we adopt the convention
that positive velocities correspond to upflows (or blueshifts).
The atmospheric velocities vz(τ = 1) were taken from the
simulation at the heights where each feature reaches an optical
depth of unity (i.e., a measure of velocity at the typical height
of formation) and are compared with ∆v, the velocity shift of
the spectral features (the observable). In the case of k2, both
vz(τ = 1) and ∆v are the average of the red and blue peaks,
only when both peaks were detected. Cases where the automated
feature detection could not find the spectral features are shown
in yellow. These are more frequent for k2 because both peaks
had to be detected to measure the average velocity and there are
many spectra where only one peak is seen. The second column
of Figure 4 shows ∆v from the spectra convolved to the IRIS

resolution, but with no added noise. The third column shows
the resulting ∆v when including a substantial amount of noise
(mean S/N = 5) and the fourth column shows the results when
using a noise filter on the spectra before extracting ∆v (noise
filtering is discussed in Section 3.4).

From Figure 4, one can see that there is a very good correlation
between the atmospheric vz(τ = 1) and the ∆v velocity shifts for
both k3 and k2. The overall morphology and sign still hold even
with a substantial amount of noise, although some fine structure
is lost. The mean τ = 1 height for k3 is about 2.5 Mm, meaning
its velocity shifts are closely related to the velocity in the upper
chromosphere. The mean τ = 1 height for the k2 peaks is about
1.5 Mm, meaning that their ∆v brings complementary velocity
information at a lower chromospheric height. The vertical
velocity increases with height in the simulated chromosphere
and therefore the k2 velocity shifts are lower than those of k3.
The k2 velocities also appear more vulnerable to noise than
those of k3.

In Figure 5, we show a more quantitative view of the
different velocity diagnostics, showing also the effect of the
instrumental resolution. In these figures, we plot the observed
quantities on the x axes. To better display the relations, we
build 2D histograms from the scatter plots and scale them
by the maximum value for each value on the x-axis, creating
a probability density function (PDF) for a given atmospheric
quantity when the observed quantity is given by the value on
the x-axis. This illustrates the quantity distribution for the range
of observable values in the x-axis and improves the visibility
of the relation for areas were the point density is lower. Using
data for all 37 snapshots, each of these PDFs comprises more
than 106 points. The distributions for the quantities extracted
from the IRIS-convolved spectra are shown in grayscale (darker
corresponds to higher probability); the distributions for the
original spectra are shown in cyan contours. The contour levels
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‣ Line core forms ~200 km below transition region

‣ Line core is an excellent velocity diagnostic
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Figure 1. Term diagram of the 10 level plus continuum Mg ii atomic model. The Mg ii h&k lines are indicated by red lines, all other bound–bound transitions are blue,
and the bound–free transitions are yellow. All lines indicating bound–bound transitions are annotated with the line-center wavelength in nanometers.
(A color version of this figure is available in the online journal.)

Figure 2. Relaxation timescale (gray/black, left axis) and gas temperature
(brown, right axis) as function of column mass and time in the dynamic
simulation at 10 s intervals from t = 1600 s to t = 1780 s. The thickest
lines represent the relaxation timescale and the temperature averaged in time
over all time steps between t = 1120 s and t = 3590 s. Two individual time steps
are drawn as thick lines: t = 1640 s (red) and t = 1760 s (blue). The height scale
of the initial state is given as reference.
(A color version of this figure is available in the online journal.)

temperature and electron density, through the Saha-equation in
LTE and the ionization and recombination rate coefficients in
non-LTE (cf. Mihalas 1978; Rutten 2003). It is thus expected
that the fraction of magnesium in its neutral form is highest in
cool gas at a high density.

The addition of Mg i levels to our Mg ii model atom causes
a large performance penalty due to the large increase in the
number of levels and transitions. This penalty is so large that it
would hamper computation of the h&k lines from time series of
large 3D RMHD simulations.

We therefore investigated whether Mg i should be included
in non-LTE for accurate computation of the h&k line profiles.
We created a model atom including neutral, singly ionized and
twice ionized magnesium by adding the 65 level Mg i atom of

Carlsson et al. (1992) to the Mg ii model, including all pertinent
transitions.

We then compared the non-LTE radiative transfer problem
between this large model atom and our small 10 level plus
continuum Mg ii atom where we only included the 65 level
Mg i atom as a source of background opacity assuming LTE.
Including Mg i in LTE in the background does not significantly
increase the amount of computational work.

We used RH to solve the radiative transfer problem for both
model atoms in three plane-parallel atmospheres: FALC, a
column of 3DMHD, and a column of 2DMHD. From the latter
model, we specifically chose a column with a low temperature
throughout most of the chromosphere and photosphere, thus
representing a case with a large influence of Mg i on the h&k
profiles.

The results are shown in Figure 3. Panels (a)–(c) show the
temperature structure in the models and panels (d)–(f) show
the fraction of all magnesium in the various ionization states.
As expected, the fraction of Mg i is largest in cool areas in the
photosphere, but only in the extremely cool 2DMHD case it
exceeds 10%. Above 1 Mm height, at most 1% of magnesium
is in the form of neutral atoms.

Panels (g)–(l) show the effect on the emergent line profiles. If
Mg i is treated as an LTE background element, then the opacity
in the wavelength range of the h&k lines is increased owing to
the larger fraction of Mg i in LTE compared to non-LTE. In the
h&k line cores, the Mg i opacity is insignificant. In the outer line
wings, however, Mg i opacity is important, especially in the red
wing of Mg ii h because of the presence of the Mg i resonance
line at 285.2 nm.

Treating Mg i in LTE leads to higher wing opacity. With
a source function that decreases with height this results in a
lower h&k wing intensity. The cores of the lines are, however,
completely unaffected.

We therefore conclude that it is safe to ignore Mg i if one
is interested mainly in the chromosphere where the h&k line
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