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ABSTRACT

Context. Solar pores represent a class of magnetic structures intermediate between small-scale magnetic flux concentrations in inter-

granular lanes and fully developed sunspots with penumbrae.

Aims. We study the structure, energetics, and internal dynamics of pore-like magnetic structures by means of exploratory numerical

simulations.

Methods. The MURaM code has been used to carry out several 3D radiative MHD simulations for pores of various sizes and with

different boundary conditions.

Results. The general properties of the simulated pores (morphology, continuum intensity, magnetic field geometry, surrounding flow
pattern, mean height profiles of temperature, pressure, and density) are consistent with observational results. No indications for the
formation of penumbral structure are found. The simulated pores decay by gradually shedding magnetic flux into the surrounding
pattern of intergranular downflows (“turbulent erosion”). When viewed under an angle (corresponding to observations outside solar

disc center), granules behind the pore appear brightened.

Conclusions. Radiative MHD simulations capture many observed properties of solar pores.
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1. Introduction

Solar pores are defined by Bray & Loughhead (1964) as “simply
small sunspots with no penumbral structure” or as “naked um-
brae” by Solanki (2003). They have diameters of a few Mm at
the visible solar surface and a lifetime of typically less than a day
(Keppens 2000). The absence of a penumbra suggests that pores
may have a rather simple magnetic structure, which could be
represented by a magnetostatic flux tube with a predominantly
vertical magnetic field (e.g., Simon & Weiss 1970; Pizzo 1986).

Bray & Loughhead (1964) already pointed out that pores
are clearly distinguishable from dark elements in the granulation
pattern through their much lower brightness and longer lifetime.
Many of the more transient darkenings probably indicate short-
lived magnetic features called micropores (Zirin & Wang 1992),
magnetic knots (Beckers & Schroter 1968), or azimuth centers
(Keppens & Martinez Pillet 1996). Such concentrations of mag-
netic flux can appear as early stages of pore and sunspot forma-
tion; outside regions of flux emergence, however, they probably
form accidentally as magneto-convective structures and dissolve
within a few granule lifetimes (Bercik 2002; Bercik et al. 2003;
Vogler et al. 2005).

The apparent simplicity of pores, notwithstanding the indica-
tions for substructure in the form of bright dots observed in large
pores (e.g., Sobotka et al. 1999), and their position as an inter-
mediate structure between the transient small-scale flux concen-
trations in the intergranular downflow network and full-fledged,
long-lived sunspots make pores an attractive topic for a theo-
retical study. This is the more timely since 1) during the last
decade a considerable body of high-resolution observations of
good quality has been collected (e.g., Keppens & Martinez Pillet
1996; Leka & Skumanich 1998; Siitterlin 1998; Keil et al. 1999;

Sobotka et al. 1999; Dorotovi¢ et al. 2002; Hirzberger 2003;
Sankarasubramanian & Rimmele 2003; Lites et al. 2004), and
2) pore-sized structures are now within reach of realistic radia-
tive MHD simulations, while the few previous theoretical stud-
ies of pores were restricted to idealized potential-field models
(Simon & Weiss 1970; Simon et al. 1983), magnetostatic mod-
els (Pizzo 1986, 1990), and simplified 2D simulations (Knolker
& Schiissler 1988).

Here we report results from exploratory simulations of pores
in the solar photosphere and uppermost convection zone carried
out with the MURaM code (Vogler 2003; Vogler et al. 2005).
We particularly address the stability and lifetime of pores, their
thermal and magnetic structure, and their interaction with the
surrounding granulation. Furthermore, we compare our simula-
tion results with some observationally inferred properties of so-
lar pores.

2. Numerical model

Pores are observed nearly exclusively in young active regions
and in areas of magnetic flux emergence. This suggests that
they are not an accidental phenomenon of surface magneto-
convection but probably represent rising and emerging mag-
netic flux bundles from the convection zone, or fragments
thereof. This is consistent with the fact that pores do not form
spontaneously in realistic magneto-convection simulations of
quiet, network, or plage regions, while micropores come and
go frequently (Bercik 2002; Vogler 2004; Vogler et al. 2005).
Consequently, unless the whole process of rise and emergence
of a fragmented flux bundle is included, the simulation has to
start with a pre-existing pore, represented by a plug of vertical
magnetic flux as initial condition. This procedure has the advan-
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tage that the total magnetic flux of the pore can be freely chosen,
so that the size-dependence of the various properties of pores can
be studied.

2.1. MURaM code

The MURaM (MPS/University of Chicago RAdiative MHD)
code has been developed jointly by the MHD simulation groups
at MPS/Katlenburg-Lindau and at the University of Chicago
(Vogler et al. 2003, 2005; Vogler 2003). The code treats the
three-dimensional, time-dependent MHD equations for a com-
pressible and partially ionized plasma and includes non-grey
radiative energy transport based on the short-characteristics
scheme (Kunasz & Auer 1988) and opacity binning (Nordlund
1982; Vogler et al. 2004). The equation of state is deter-
mined including the ionization equilibrium for the first ioniza-
tion of the 11 most abundant elements. The spatial derivatives
are discretized with 4th-order centered differences on a three-
dimensional cartesian grid; the time stepping is explicit with a
4th-order Runge-Kutta solver. The scheme is stabilized by the
application of artificial diffusivities (shock-resolving diffusion
and hyperdiffusivity) following Caunt & Korpi (2001).

The MURaM code has been successfully used to simu-
late the structure and dynamics of (sub)photospheric magnetic
flux concentrations and micropores (Vogler & Schiissler 2003;
Vogler et al. 2005) in comparison with spectro-polarimetric ob-
servations (Khomenko et al. 2005a,b; Shelyag et al. 2007), to
examine the effects of non-grey radiative transfer on magneto-
convection simulations (Vogler 2004), to study the physical ori-
gin facular brightening (Keller et al. 2004) and its effect on solar
irradiance variations (Vogler 2005), to investigate the relation-
ship between G-band bright points and magnetic flux concentra-
tions (Schiissler et al. 2003; Shelyag et al. 2004), to analyse the
reversed granulation phenomenon (Cheung et al. 2007), to study
the emergence of magnetic flux tubes (Cheung 2006; Cheung
et al. 2007), to analyse magneto-convection in sunspot umbrae
(Schiissler & Vogler 2006), and to study solar surface dynamo
action (Vogler & Schiissler 2007).

2.2. Boundary conditions

In the simulations presented here, the magnetic structure (pore)
is embedded in a sufficiently large volume so that periodic
boundary conditions at the vertical side boundaries can be as-
sumed. The bottom boundary is treated as in previous MURaM
simulations (open boundary, vertical magnetic field, regulation
of mass and energy flux) except for the inflows (upflows) below
the pore: whenever the magnetic field strength at the bottom ex-
ceeds 180 G, the temperature of the inflowing gas is reduced by
a percentage, ¢, from the value determined by the algorithm reg-
ulating the total energy flux through the system. This procedure
mimicks the inhibition of the convective energy transport by the
magnetic field, which is consistently treated in the interior of the
box, but for the inflows has to be prescribed through the bound-
ary condition. It turns out that a long-lived (decay time of the
order of an hour or more) and dark (bolometric brightness $40%
of the quiet-Sun value) pore requires g 2 7.5%, which leads to
an strong reduction of the inflow into the pore through the bot-
tom of the computational box. Choosing larger values of g does
not significantly affect the properties of the simulated pores.
The top boundary of the simulation box is closed for flows.
For the magnetic field, we have alternatively used two differ-
ent boundary conditions: 1) vertical field or 2) matching to a

potential field. Both conditions lead to stable pore structures,
the vertical field case showing a somewhat slower decay, i.e.,
a smaller rate of flux loss to the surrounding network of inter-
granular lanes, particular in the case of a small pore (Cameron
et al. 2004). There is no clear justification for assuming a vertical
field boundary condition in the case of a pore; the potential field
condition seems to be somewhat more realistic, particularly for
an “older” pore in a magnetically relaxed environment. In any
case, the simulation results show that the general evolution of
the pore and its structure in the visible layers and below are not
strongly affected by the choice of the upper boundary condition.

2.3. Initial state

Since pores do not form spontaneously from surface flux, we
have constructed initial configurations with an imposed pore-
like magnetic flux concentration. In order to approach a ther-
mally relaxed configuration, we first introduced a magnetic flux
sheet into a statistically stationary 2-D convection model and let
the system evolve for 10—15 h (solar) time, during which the
flux sheet remained mostly coherent. Thereafter, the 2-D plane
was cut along a line near the center of the flux concentration
(where the field vector is approximately vertical) and swept out
azimuthally to form an axisymmetric, 3-D configuration in the
rectangular simulation volume, applying the appropriate correc-
tions to satisfy V- B = 0. The cartesian geometry of the box and
small perturbations break the azimuthal symmetry of the mag-
netic structure and the model was then evolved in 3-D for about
an hour of solar time. The resulting configurations were taken as
the initial states of the pore simulations proper.

During the simulations, very low values of the plasma 8 (ra-
tio of gas pressure to magnetic pressure) appear occasionally in
the upper part of the simulation box. To avoid exceedingly small
timesteps in our (explicit) time integration, we have imposed a
minimum value for the density of 5 x 107'° g cm™3 (a factor 10
smaller for the runs with potential-field boundary condition) and
also a minimum internal energy density (per unit mass) of 2 X
10" erg g~!. This procedure only affects the layers of the simu-
lated pore near the upper boundary and has almost no effect on
the total mass and energy in the computational box.

2.4. Simulation runs

The parameters of the simulation runs carried out in the course
of this study are summarized in Table 1. The cases shown here
have been run with grey radiative transfer. This simplification
affects mainly the temperature fluctuations in the upper layers
of the model (Vogler 2004; Cameron et al. 2007), which are not
relevant here, since we do not consider synthetic spectroscopic
diagnostics in this exploratory study.

Run SV1, the simulation of a small pore with no reduction
of the inflow temperature below the magnetic structure, results
in the rapid dissolution of the pore before any significant darken-
ing occurs at the surface. The effective suppression of the inflow
below the pore by a sufficiently large value of ¢ leads to coherent
dark magnetic structures. Some properties of run SV2 have been
discussed in Cameron et al. (2004), so that we will concentrate
here on the simulations of the larger pore. Most results shown in
this paper are from run LV1.

The (explicit) magnetic diffusivity, n, has been chosen to be
as small as possible while still keeping all magnetic structures
resolved for a given grid spacing. Therefore, the simulations of
small pores (SV1/2, Ax = 21 km) have been carried out with
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Table 1. Parameters of the simulations runs. ®: initial magnetic flux of the pore; g: temperature reduction of the inflow at the bottom; Ax:
horizontal size of a grid cell; top b.c.: condition for the magnetic field at the top boundary. All simulations have been carried out using 288 x
288 x 100 grid cells and a vertical cell size of 14 km. The computational box for all “L” runs has a size of 12 x 12 x 1.4 Mm? while the “S” runs
have a box of (6 x 6 X 1.4 Mm?®). The simulation runs cover between 45 and 60 min solar time, starting from the initial configuration described in

Sect. 2.3.
case | ®g[10%° Mx] ql%]  Ax[km] top b.c. Remark
SVi 0.23 0 21 vertical field  bright pore, dissolves rapidly
Sv2 0.23 15 21 vertical field  small pore, decays slowly
LV1 2.3 15 42 vertical field  large pore, decays very slowly
LV2 2.3 7.5 42 vertical field  test effect of smaller ¢
LP1 23 15 42 potential field  results similar to run LV1
LP2 2.3 15 42 potential field ~30% opposite-polarity flux outside pore

n = 1.1 x 10" cm? s~!, while for the large pores (Ax = 42 km)
we have taken a value of 7 = 3.3 x 10'! cm? s7!.

In run LP2, some opposite-polarity magnetic flux (about
30% of the initial flux of the pore) was inserted in the exterior of
the pore in order to test whether this would facilitate the forma-
tion of horizontal (penumbra-like) magnetic filaments. No such
structures appeared and the presence of this flux did not affect
the properties and evolution of the pore in any significant way.

Run LV2 has been carried out to evaluate the effect of reduc-
ing the parameter g, describing the temperature reduction in the
upflows below the pore. The results turned out to be very similar
to those of runs LV1 and LP1. There is very little inflow from
the bottom into the pore in all cases with g > 7.5%.

3. Results
3.1. Temporal evolution

All simulated pores decay in time, i.e., the size of the dark
area decreases and the magnetic flux gradually disperses into
the downflow lanes of the surrounding granulation pattern. This
process is illustrated in Fig. 1, which shows three snapshots of
brightness and magnetic field of the pore simulated in run LV1
during about 1 h of solar time. Owing to the suppression of con-
vective energy transport by the strong magnetic field, the pore
clearly stands out as dark region in the brightness maps. The
edges of the surrounding granules show a brightening with a
contrast of about 5% over a width of ~100 km. The pore strongly
flares out with height around optical depth unity, leading to a
kind of “hot-wall effect” (Spruit 1976). A qualitatively similar
effect was also found in two-dimensional models of pore-like
flux concentrations (Knolker & Schiissler 1988). The width of
the bright rim is determined by radiative transfer effects and by
the magnetic geometry of the pore. Viscous and resistive heating
effects are insignificant for its structure, as demonstrated by the
fact that its width is the same for all simulated pores, irrespec-
tive of the grid resolution and independent of the values for the
viscous and magnetic diffusivities.

While the horizontal flows of the adjacent granules tend to
keep the magnetic flux together, the simulated pore is also con-
nected to downflow lanes into which magnetic flux gradually
leaks out and becomes dispersed in the network of intergranu-
lar lanes. This erosion process (cf. Petrovay & Moreno-Insertis
1997) apparently is the dominant mechanism by which the pore
decays and eventually vanishes as a dark structure. Its magnetic
flux remains in the system in the form of intergranular field.
The continuous leakage of magnetic flux from the dark pore and
its transport into the surrounding downflow network explains
why the extension of the observed magnetic signal associated
with a pore, the “magnetic radius”, is found to be considerably

larger than the dark structure, the “brightness radius” (Keppens
& Martinez Pillet 1996; Siitterlin et al. 1996; Keil et al. 1999).
An interpretation along these lines was previously suggested by
Martinez Pillet (1997, see his Fig. 3).

Figure 2 shows the time evolution of the magnetic flux con-
tained in the simulated pores (runs LV1 and LP2). Here the pore
is defined as the region with a brightness below 70% of the av-
erage brightness of the computational domain. Apart from the
fact that the case LP2 has lost somewhat more flux in the initial
relaxation phase (not shown in the figure) and shows somewhat
more scatter, the decay is very similar in both cases. The fluctu-
ations result from the intensity-based pore definition: areas at its
periphery occasionally become brighter than the threshold and
thus temporarily do not contribute to the total flux.

In order to study whether the decay mode of a pore could
possibly be detected by considering the evolution of its total
magnetic flux alone, we have drawn fit curves for run LV1 in
Fig. 2: the full line corresponds to an exponential decay (volume
diffusion) while the dashed curve represents a decay rate propor-
tional to the length of the pore’s circumference, thus represent-
ing “turbulent erosion”. While we have seen above that the latter
process is the most plausible description for the pore decay, both
curves fit the points equally well, so that, owing to the small size
and short lifetime of the pore, the mechanism cannot be uniquely
determined from the flux decay alone. The characteristic expo-
nential decay time of about 40 min corresponds to an effective
(“turbulent”) volume diffusivity of about 1.4 x 10'> cm? s7!,
which is roughly a factor 4 larger than the assumed diffusiv-
ity parameter in the simulation. Interestingly, simulations of the
decay of mixed-polarity fields in granular convection (Vogler
et al., in preparation) with much higher resolution (and corre-
spondingly smaller diffusivity parameters) give almost the same
value for the “turbulent” diffusivity as found here. In turn, this
value is within a factor of 2 of the simplistic estimate « - [/3 on
the basis of the typical granular velocity, u ~ 1 kms~!, and size,
l~1Mm.

The relationship between the total magnetic flux and mean
bolometric disc-center brightness of the pore for various runs
is shown in Fig. 3. There is a systematic trend: smaller pores
are brighter and, accordingly, as a pore loses flux and shrinks
in the course of its decay, its brightness increases. This effect is
probably due to the growing effect of lateral radiative heating
when the pore becomes smaller, the effect being enhanced by its
increasingly non-circular, “ragged” shape.

Table 2 gives the mean continuum intensities for the three
snapshots shown in Fig. 1 in a number of wavelengths that have
been used in observational studies of pores. The size-dependence
of the brightness is in qualitative agreement with various ob-
servations (e.g., Bonet et al. 1995; Keppens & Martinez Pillet
1996; Mathew et al. 2007). In the visible, the absolute intensi-
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Fig. 1. Time evolution of a simulated pore (run LV1). Shown are maps of the bolometric brightness (wavelength-intergrated intensity in the
vertical direction, upper row) and of the vertical component of the magnetic field on the surface defined by the level of Rosseland optical depth
unity (g = 1, lower row). The snapshots are taken 6 min (left), 27 min (middle), and 63 min (right), respectively, after the start of the simulation
proper (cf. Sect. 2.3). The pore (as defined by the dark area) has lost almost two thirds of its initial magnetic flux after one hour (see Fig. 2).
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Fig. 2. Magnetic flux of pores (within the region darker than 70% of the
average brightness in the domain) as a function of time for runs LV1
(diamonds) and LP2 (stars).

ties of our simulated pores are somewhat smaller than results
of ground-based observations (e.g., Keil et al. 1999; Keppens
& Martinez Pillet 1996), which could possibly be affected by
straylight. When this effect is less important, either because of
well-defined straylight correction during a partial eclipse (Bonet
etal. 1995), because the less straylight-sensitive infrared range is
used (Sobotka et al. 2000), or because the data are taken outside
the terrestrial atmosphere (Mathew et al. 2007), the agreement
between simulation and observations is better (for structures of
similar diameter).
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Fig.3. Mean bolometric brightness as a function of magnetic flux.
Points with brightness below 70% of the overall average brightness of
the computational domain have been included in the mean value over
the pore. Shown are results from runs LV1 (diamonds), LP2 (stars), and
SV2 (squares). On the abscissa, the magnetic flux decreases to the right
to be consistent with the direction of the time evolution shown in Fig. 2.

3.2. Magnetic field, velocity and brightness structure

We continue with a more detailed discussion of the physical
properties of the pore simulated in run LV 1, considering a snap-
shot taken 27 min after the start of the simulation proper (corre-
sponding to the middle panel of Fig. 1).
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Fig. 4. Maps of various quantities at the visible surface (run LV1, middle snapshot in Fig. 1) upper left: bolometric brightness; upper middle:
vertical component of the magnetic field; upper right: inclination angle of the magnetic vector with respect to the horizontal plane; lower left:
zoom of the brightness image, indicating the location of the vertical cut shown in Fig. 5; lower middle: vertical component of the flow velocity
(red: downflow, blue: upflow); lower right: inclination angle of the velocity vector with respect to the horizontal plane. All quantities (except

brightness) are shown on the surface corresponding to 7g = 1.

Table 2. Average relative continuum intensities, (/. pore)/(lc) for the
three snapshots from run LV1 shown in Fig. 1. The numbers in paran-
theses give the effective diameter of the dark region (diameter of a circle
enclosing the same area, in arcsec) with an intensity less than 70% of
the mean intensity at 540 nm.

Anm] | #1 3.87) #2237 #BR1)
540 0.35 0.41 0.45
600 0.39 0.46 0.49
630 0.40 0.48 0.51
670 0.43 0.50 0.53
800 0.49 0.56 0.59
1550 0.71 0.73 0.76

Figure 4 shows maps of various physical quantities on the
surface of Rosseland optical depth equal to unity, T7r = 1. The
pore is in the process of losing magnetic flux into the adjacent
intergranular lanes, leading to a starfish-like appearance in the
magnetic field map. There is an overall downflow of the order of
1 kms~! in the pore, which indicates that it has not yet reached
a stationary structure: while the magnetostatic force balance is
readily achieved, the proper mode of magneto-convective energy

transport and the corresponding stationary thermal structure is
only established after about a Kelvin-Helmholtz time of the or-
der of 10 h. Local variations of the downflow speed affect the
magnetic field in the visible layers, leading to inhomogeneities
of the magnetic field strength of the order of +20% in the dark
part of the pore.

The field is largely vertical where it is strong: in the pore,
in its “tentacles” connecting to intergranular lanes, and in the
surrounding network of downflows. Around the pore, we have
thin downflow lanes, immediately adjacent to normal granules.
Very similar properties have been found observationally by
Sankarasubramanian & Rimmele (2003).

A more detailed view is provided by a two-dimensional ver-
tical cut through the pore along the white line drawn in the lower
left panel of Fig. 4. Various quantities on this cut are shown in
the left and middle panels of Fig. 5. The horizontal profile of the
bolometric intensity given on the lower left panel shows a de-
crease to about 40% of the quiet-Sun level in the interior of the
pore. Near its boundary (around x =~ 4.35 Mm), the edge bright-
ening of the adjacent granule with a contrast of about 5% is ap-
parent (cf. the brightness maps in Figs. 1 and 4). Comparison
of the isotherm for T = 7400 K (white curve) and the contour
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Fig. 5. Vertical cuts through simulated pores. Left panels: grey-scale plot of temperature for a cut along the white line in the lower left panel of
Fig. 4 (run LV1). The white-grey dashed line shows the level g = 1 and the solid white line represents the isotherm for 7 = 7400 K. The plot

below gives the normalized horizontal brightness profile. Middle panels:

grey-scale plot of the vertical magnetic field strength with field vectors

projected onto the vertical plane. The plots below show the horizontal profiles of gas pressure (dashed), magnetic pressure (dash-dotted), and total
pressure (full) at three geometrical heights, indicated by the horizontal lines in the upper part. Right panels: same for a snapshot from run LP2.
The zero point (z = 0) of the height scale roughly corresponds to the average quiet-Sun level of g = 1.

line for 7g = 1 (white-grey dashed curve) in the upper left panel
shows that the edge brightening is due to the different slope of
the respective contour lines near the rim of the pore: owing to the
larger transparency of the diluted and cool plasma in the overly-
ing magnetic structure, the 7 = 1 contour descends somewhat
more steeply into the pore interior than the local isotherms and
therefore reaches a somewhat higher temperature in the region
of the bright rim. In addition, there is radiative heating of the
plasma in the pore near its boundary. This situation is analo-
gous to that found by Deinzer et al. (1984); Knolker & Schiissler
(1988) in the case of flux sheet models. Further inward into the
pore, the situation is reversed: here, the isotherms descend more
sharply than the iso-7 lines, leading to decreasing temperature at
the Tr = 1 surface and thus lower brightness. A discussion of

bright rings in sunspot models along these lines has also been
given by Pizzo (1986, see his Fig. 10).

The map of the magnetic field given in top panel of the mid-
dle column of Fig. 5 indicates a strong expansion of the mag-
netic structure above z = —400 km, the approximate height of
the level 7g = 1 in the pore’s interior. Horizontal profiles of gas,
magnetic and total pressure, respectively, at the heights indicated
by the horizontal lines are shown in the lower part of the middle
column. The lower two cuts are roughly in accordance with total
pressure balance between the pore and its surroundings, i.e., the
absence of significant magnetic tension effects. The cutat z = 0
already shows the effect of the vertical-field upper boundary con-
dition in a nearly force-free configuration with low plasma beta:
as the field lines start to bend inward in order to become vertical
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at the top, the resulting inward curvature force has to be balanced
by an outward decrease of the magnetic pressure.

The situation is somewhat different for a simulation with a
potential field at the upper boundary. The panels in the right-
hand column of Fig. 5 show a vertical cut through a snapshot
from run LP2. The expansion of the field with height is no longer
constrained by the upper boundary condition as in the case of
run LV1, so that the curvature force is directed outward in the
upper part of the pore. It is balanced by an inward decrease of
the total pressure. The slight constriction of the pore around the
height level of T = 1 within the pore is remniniscent to a sim-

d=240 km

d=360 km

d=480 km Fig. 6. Depth structure of the simulated pore

(run LV1, middle snapshot in Fig. 1), illus-
trated by horizontal cuts at various geomet-
rical depths. Shown are maps of vertical ve-
locity (left column), vertical magnetic field
(middle column), and temperature (right col-
umn). Subsequent cuts are seperated by 120 km
in depth. The second row from the top (at depth
d = 0) roughly corresponds to the visible sur-
face, Tr = 1, outside the pore.

ilar property of the magnetostatic models of Pizzo (1986). In
our case, however, it is presumably caused by a somewhat larger
local external pressure (possibly due to a large granule) in this
height range. Anyway, these differences in the magnetic struc-
ture are sufficiently small so that they do not significantly affect
the observable properties of the pore.

Figure 6 illustrates the structure of the pore (run LV1) at var-
ious depths, ranging from about 100 km above the undisturbed
solar surface (top row) to about 500 km below. Over this range
of heights, the magnetic structure remains very similar. Hotter
plasma has risen in two plume-like structures in the lower layers
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Fig. 7. Azimuthally averaged profiles radially outward from the center of the pore (run LV 1, middle snapshot in Fig. 1). Top left: vertically emerging
bolometric intensity, normalized to the corresponding average quiet-sun intensity. The quantities given in the other plots are identified at the top of
the corresponding panels. Solid lines represent profiles at the level 7g = 1, dashed lines correspond to g = 0.1. Inclinations are given with respect
to the horizontal plane. In this figure, positive vertical velocities correspond to upflows and positive horizontal velocities to flows directed toward

the center of the pore.

of the pore interior, its expansion leading to a local weakening
of the field (cf. Schiissler & Vogler 2006).

We have determined mean horizontal profiles of various
quantities within the pore by performing radial cuts through the
geometrical center of the pore (i.e., the center of gravity of the
region with an intensity below 70% of the mean) and averag-
ing over azimuth. The results are shown in Fig. 7. The verti-
cal bolometric intensity given in the upper left panel falls to

about 40% of the average quiet-Sun value at the center of the
pore. The other panels in Fig. 7 show the radial profiles of az-
imuthally averaged quantities at the surfaces of Rosseland opti-
cal depth unity (tg = 1, full lines) and 7g = 0.1 (dashed lines),
respectively. Towards the pore center, the temperature (at con-
stant optical depth) drops by ~1300 K (at g = 1) and ~700 K
(at T = 0.1), respectively, indicating a flatter temperature gra-
dient in the pore in comparison to its environment (cf. Fig. 9).
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Fig. 8. Height-dependence of the horizontally averaged vertical magnetic field component (run LV1). Averaging is carried out over the area with
brightness less than 70% of the mean. Shown is the vertical field component as a function of Rosseland optical depth (left panel) and as a function
of geometrical height (middle panel). The height gradient is given on the right panel. The three curves represent the snapshots shown in Fig. 1,
which correspond to 6 min (solid curve), 27 min (dashed) and 63 min (dotted), respectively, after the start of the simulation proper.

The contours of constant optical depth correspond to a Wilson
depression of about 400 km.

The velocity structure is characterized by a downflows
around the pore, which are supplied by a radial inflow. This kind
of flow pattern has also been found in observations (Sobotka
et al. 1999; Dorotovi¢ et al. 2002; Sankarasubramanian &
Rimmele 2003; Hirzberger 2003). Within the pore, the flow is
mostly vertical and directed downward. Systematic downflows
of afew 100 m s~! within pores have been reported by some au-
thors (e.g., Keil et al. 1999), while other observers do not find
significant flows (e.g., Hirzberger 2003).

The mean vertical magnetic field ranges from about 2100 G
to 2600 G in the interior of the pore. The apparently smooth out-
ward decrease of the field (and of other quantities) for » 2 1 Mm
is an artifact of averaging over the elongated and starfish-like
magnetic shape of the pore. The field lines become less inclined
toward the edge of the pore; however, the inclination angle (with
respect to the horizontal plane) does not fall significantly below
~50 deg at the rim of the pore, so that no sign for the formation
of horizontal, penumbra-like fields can be detected. In particular,
we do not find values down to 30 deg as suggested by Siitterlin
(1998). On the other hand, the profiles of magnetic field and
inclination for our simulated pore are roughly consistent with
the average profiles shown by Keppens & Martinez Pillet (1996,
their Fig. 3) based on observations of 51 pores.

All these results are fairly independent of the choice of the
upper boundary condition: snapshots from the runs with the
potential-field condition show qualitatively similar profiles as
those in Fig. 7.

In order to determine the mean depth-profiles of the verti-
cal magnetic field, we have calculated horizontal averages over
the area with (bolometric) intensity less than 70% of the mean.
The results are shown in Fig. 8 as functions of Rosseland opti-
cal depth and geometrical depth, respectively, together with the
depth gradient. The three curves correspond to the three snap-
shots shown in Fig. 1. They indicate a considerable temporal
variation of the field strength at a given height: an initial in-
crease of the field strength, due to the net downflow driven by
surface cooling (thermally non-stationary situation), is followed
by a later decline as the pore shrinks by shedding magnetic flux
to the surrounding intergranular downflow network. The range of
field strengths in the observable layers, roughly 1700-2300 G,
is consistent with the values reported by observers (e.g., Brants
& Zwaan 1982; Muglach et al. 1994; Keppens & Martinez Pillet
1996; Siitterlin 1998). The field strength decreases with geomet-
rical height most rapidly near the visible solar surface, where the

external pressure scale height drops steeply. However, the maxi-
mum height gradient of 1-1.5 G km™! in the simulated pores is
smaller (by a factor of 2—3 than the value derived by Siitterlin
(1998) using an inversion of observed Stokes profiles. This result
is not an artifact of the vertical-field upper boundary condition
of run LV 1, since the runs with the potential-field boundary con-
dition show almost the same height gradient in the observable
layers. On the other hand, values of the height gradient similar
to our results are also exhibited by the magnetostatic equilibrium
models of Pizzo (1986).

The thick lines in Fig. 9 show, for the same snapshots as in
the previous figure, optical depth profiles of horizontally aver-
aged density, temperature and pressure, respectively, in the pore,
determined analoguously to the magnetic field profiles discussed
above. The thin solid lines represent the empirical models of
Siitterlin (1998), based on observational data for three pores, and
the thin dashed curves represent the respective average profiles
from the simulation outside the pore. The pressure and density
profiles match the empirical models quite well. The empirical
temperatures (middle panel) depend on the size of the observed
pore. In the deep layers, the simulation is in good agreement
with the model for the smallest pore in the sample of Siitterlin
(1998) with a diameter of about 2”7 (~1500 km). In the pho-
tosphere, the temperatures of the simulated pore range between
this model and the models for the two somewhat larger pores (3"
and 4.5”, respectively). However, since we have considered grey
radiative transfer and thus ignore backwarming effects, the tem-
perature in the simulated pore is probably about 200 K too low in
the deeper photosphere (cf. Vogler 2004). The temperature rise
around logTg = -2 is an artifact of the minimum-density con-
dition introduced to avoid exceedingly small time steps: local
downflows lead to adiabatic heating. This effect is much smaller
in non-grey simulations (cf. Cameron et al. 2007).

3.3. Center-to-limb variation of the continuum intensity

Figure 10 shows a snapshot from the simulation run LP2 in
the continuum intensity at 500 nm for three inclination angles
(u = cosfd = 0.7,0.5,0.3, respectively) of the line of sight.
One can clearly recognize the “facular” brightening of the limb-
ward granules adjacent to the pore, which is due to the enhanced
transparency of the tenuous pore plasma, so that the hot gran-
ular plasma behind the pore leads to higher brightness (Spruit
1976; Keller et al. 2004; Carlsson et al. 2004; Steiner 2005).
When normalized with the average intensity at the same limb
distance (right panel of Fig. 10), the contrast of these “bright
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Fig. 9. Comparison between a simulated pore (run LV1) and empirical models. The thick (solid, dashed, and dotted) lines give the horizontally
averaged density (left), temperature (middle), and pressure (right) as functions of Rosseland optical depth for the same snapshots as in the previous
figure. The thin dashed line shows the corresponding average profiles in the simulation domain outside the pore. The thin solid lines show empirical
models derived by Siitterlin (1998) from observations of three pores of different size.
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Fig. 10. Center-to-limb variation of a simulated pore (snapshot from run LP2). Shown are continuum intensity images at 500 nm for u = cos 8 = 0.7
(bottom), 0.5 (middle), and 0.2 (top). On the left panel, the intensities are normalized with respect to the average disk center intensity, while the
right panel gives intensities normalized to the averaged intensities at the same inclination (limb distance).

walls” strongly increases towards the limb. The increase of con-
trast is also apparent from Fig. 11, which shows intensity profiles
for three limb distances along the same cut through the pore and
the adjacent granule pattern. The intensity is high on the cen-
terward parts of the granules behind the pore and gradually de-
creases in the limbward direction.

4. Discussion and conclusions

Our simulations with a radiative MHD code are the first mod-
els of solar pores including most of the relevant physics (3D,

compressibility, radiation, partial ionization, surrounding con-
vection). Therefore, it is of interest to compare the results with
previous simplified models.

The overall magnetic structure of our simulated pores re-
sembles the axisymmetric models of Simon et al. (1983): a
largely force-free (potential) field in the photospheric layers of
the pore interior and a net magnetic force acting near the rather
sharp transition between the flux concentration from the exte-
rior. When averaging over the internal inhomogeneities of the
field strength due to the local flows, we find qualitatively similar
radial profiles as a function of radius: the vertical field compo-
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Fig. 11. Continuum intensity at 500 nm along a cut through the simu-
lated pore (snapshot from run LP2), for three values of u = cos 6. The
cut is indicated for ¢ = 0.7 in the top panel. The profiles are individ-
ually normalized by the mean intensity at the same limb distance. The
geometric foreshortening is compensated in the three profiles.

nent remains roughly constant over the pore interior and drops
sharply over a few 100 km horizontal distance towards the ex-
terior, while the radial component shows a maximum near the
tube boundary (compare our Figs. 5 and 7 with Figs. 2c and 4c
in Simon et al. 1983).

Pizzo (1986) determined magnetostatic equilibria of axisym-
metric flux tubes using empirical models for the internal and
external temperature, which are vertically shifted with respect
to each other by a fixed amount (roughly corresponding to the
Wilson depression). His pore-sized models exhibit a distinct
hourglass shape: the assumption of a large gas pressure deficit
around optical depth unity in the flux tube leads to a strong
local constriction of the flux tube, so that the inward directed
pressure force is balanced by the magnetic curvature force. In
most of our thermodynamically consistent models, we find sig-

nificantly smaller pressure deficits, so that no local constrictions
appear. An exception is the simulation with potential-field up-
per boundary condition, which expands more rapidly with height
and shows a slight constriction near optical depth unity within
the pore.

The height gradient of the field strength in the upper (ex-
panding) part of Pizzo’s models is consistent with the values
shown by our simulated pores (of the order of 1 G km™!). The
much stronger decline of the field suggested by Siitterlin (1998)
from inversions based upon observational data is difficult to rec-
oncile with these results. On the other hand, for the photospheric
layers of sunspot umbrae, values in the range 1-3 G km™' have
been derived by various observers (cf., Solanki 2003); these are
more consistent with our results and with those of Pizzo (1986).

Even though they include much of the relevant physics, our
simulations of solar pores are still of an exploratory nature and
limited in various respects. The main limitation is the grid res-
olution with a horizontal spacing of about 42 km for the runs
discussed here in detail. Such a coarse resolution (entailing a
correspondingly rather high magnetic difusivity parameter) pre-
vents the formation of narrow upflow plumes that would appear
as bright patches similar to umbral dots of sunspots (Schiissler
& Vogler 2006). This could also possibly suppress the appear-
ance of penumbra-like structures for the larger simulated pores,
if the penumbra formation depends on the onset of particu-
lar modes of magneto-convection involving small spatial scales
(e.g., Rucklidge et al. 1995).

Another limitation concerns the effect of the initial state on
the structure of the deeper layers and the energy transport within
the pore: the thermal relaxation times are of the order of hours,
so that no full relaxation occurs during the lifetime of the struc-
ture. Although we have evolved the system in 2D for 10—15 h
before starting the 3D simulations, it cannot be excluded that
the results are still affected by our arbitrary choice of the initial
entropy distribution in the pore. This would be most relevant if
the true mode of magneto-convective energy transport could not
fully develop in the simulation because of too coarse grid res-
olution and/or the limitations of 2D dimensionality during the
initial relaxation phase.

The lower boundary of the computational box is another lim-
iting factor: further simulation runs will have to be carried out in
order to determine the effect of the chosen depth for this bound-
ary and the dependence on the specific choice of the (reduced)
energy transport into the pore from below.

Finally, we summarize the main results of this work
as follows:

— The simulated pores appear as dark structures surrounded
by edge-brightened granules. Their intensity contrasts in
the visible and infrared spectral ranges are consistent with
(straylight-corrected) observational results. Larger pores are
darker than smaller ones. When observed near the solar limb,
the pores show a strong “facular” brightening of the granules
behind them.

— The average magnetic field strength in the lower photosphere
is in the range 2000 + 300 G. The field is predominantly
vertical, the horizontal component reaching a maximum near
the periphery of the pore. The field inclination (with respect
to the horizontal) remains larger than ~50 deg; there is no
indication for the formation of a penumbra-like structure.

— The average optical depth profiles of temperature, pressure,
and density are consistent with semi-empirical models based
upon spectroscopic observations. Deviations of a few 100 K
are found for the temperature in the low photosphere.
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— The simulated pores are surrounded by downflows at their
periphery. These are maintained by horizontal flows towards
the pore, which, at the same time, contribute to keeping the
magnetic structure together. Within pores, we find moderate
downflows of the order of up to about 1 kms™', indicating a
slow approach to a thermally relaxed configuration.

— The simulated pores decay be losing flux from the periphery
of the magnetic structure into adjacent intergranular lanes,
akin to a “turbulent erosion” process.

Acknowledgements. P. Siitterlin kindly made available to us his pore models in
electronic form, which were used in Fig. 9.
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